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PREFACE

This book contains the lectures delivered at the NATO Advanced

Study Institute on "Physics and Applications of Quantum Wells and

Superlattices", held in Erice, Italy, on April 21-May 1, 1987. This

course was the fourth one of the International School of Solid-State

Device Research, which is under the auspices of the Ettor Majorana

Center for Scientific Culture.

In the last ten years, we have seen an enormous increase in re-

search in the field of Semiconductor Heterostructures, as evidenced

by the large percentage of papers presented in recent international

conferences on semiconductor physics. Undoubtfully, this expansion

has been made possible by dramatic advances in materials preparation,

mostly by molecular beam epitaxy and organometallic chemical vapor

deposition. The emphasis on epitaxial growth that was prevalent at

the beginning of the decade (thus, the second course of the School,

held in 1983, was devoted to Molecular Beam Epitaxy and

Heterostructures) has given way to a strong interest in new physical

phenomena and new material structures, and to practical applications

that are already emerging from them.

The purpose of this Institute has been to address in an integrated

form the basic physical concepts of semiconductor wells and

superlattices, and their relation to technological applications based

in these novel structures. Although the goal has not been so much

to review the most recent results in the field, as to present the

fundamental ideas and how they can be implemented in new devices, we

hope that the reader will find these lectures also valuable as a re-

source of current research activity in the field.

After an introductory review of the evolution of semiconductor

superlattices since their inception in 1969, the book is divided in

four parts. First, the electronic band structure of superlattices

is discussed in Chapter 2, followed by three chapters describing the

use of molecular beam epitaxy to the growth of heterostructures based



on III-V, II-VI, and IV compounds, respectively. The second part

focuses on their transport properties, both parallel and perpendic-

ular to the interface direction. The drastic influence of a strong

magnetic field on them -the best example of which is the quantum Hall

effect- occupies a significant fraction of this section.

Part three is devoted to optical properties. The characteristics

of radiative recombination are studied in Chapter 12, which also

considers the principles of quantum-well lasers. The inelastic scat-

tering of light by heterostructures is discussed in the next chapter,

followed by a study of far-infrared absorption, and of the effect of

a magnetic field on the optical properties. Finally, part four pre-

sents applications of quantum wells and superlattices based on either

their electrical or optical characteristics, including a discussion

of devices that might integrate them both.

We are thankful to A. Gabriele, who provided at the Ettore

Majorana Center the right atmosphere for the celebration of a scien-

tific retreat. We thank also L. Esaki, director of the School, for

his support during the different phases of the Institute, and to L.

L. Chang and K. Ploog, directors of a previous edition of the School,

for their advice in the organization of the Course. Finally, we are

grateful to the NATO Scientific Affairs Division, to the Italian

Ministries of Education and Scientific and Technological Research,

to the Sicilian Regional Government, to the U.S. Army European Re-

search Office, to the European and American Physical Societies, and

to International Business Machines, whose sponsorhip has made possi-

ble this International School.
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A PERSPECTIVE IN QUANTUM-STRUCTURE DEVELOPMENT

L. Esaki

IBM Thomas J. Watson Research Center
Yorktown Height-, New York 10598, U.S.A.

I NTRODUCT I ()N

In 1969, research on quantum structures was initiated with a proposal

of an ''engineered'' semiconductor superlattice by Esaki and Tsu (1)

(2). In anticipation of advancement in epitaxy, we envisioned two

types of superlattices with alternating ultrathin layers: doping and

compositional, as shown at the top and bottom of Figure 1, respec-

t I V ly.

The idea occurred to us while examining the feasibility of

structural formation by heteroepitaxy for such ultrathin barriers and

wells to exhibit resonant electron tunneling (3). Figure 2 shows the

calculated transmission coefficient as a function of electron energy

for a double barrier. When the well width L, the barrier width and

height, and the electron effective mass m* are assumed to be 50 A,

20A 0.5eV and one tenth of the free electron mass m,, respectively,

the bound energies, E, and E2 , in the quantum well are derived to be

0.08 and 0.32 eV. As shown in the insert of the figure, if the energy

of incident electrons coincides with such bound energies, the

electrons tunnel through both barriers without attenuation. Such

unity transmissivity at the resonant condition arises from the de-

structive interference of reflected electron waves from inside (R)

with incident waves (I), so that only transmitted waves (T) remain.

The superlattice (SL) was considered a natural extension of

double- and multi-barrier structures where quantum effects are ex-

pected to prevail. An important parameter relevant to the observation

of such effects is the phase-coherent distance or, roughly, the
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Fig. 1. Spacial variations of the conduction and valence bandedges
in two types of superlattices: doping (top) and composi-
tional.

Fig. 2. Transmission coefficient versus election energy for a double
barrier shown in the insert. At the resonant condition that
the energy of incident elections coincides with one of those
of the bound states, E, and E2, the electrons tunnel through
both barriers without attenuation.

electron inelastic mean free path, which depends heavily on bulk and

interface quality of crystals and also on temperature and values of

the effective mass. As schematically illustrated in Fig. 3, if

characteristic dimensions such as SL periods and well widths are re-

duced to less than the phase-coherent distance, the entire electron

system will enter a ''mesoscopic'' quantum regime of reduced dimen-

sionality, being placed in the scale oetween the macroscopic and the

microscopic.

In the early 1970s, we initiated the attempt of the seemingly

formidable task of engineering nanostructures in the search for novel

quantum phenomena (4). It was theoretically shown that the intro-

duction of the SL potential perturbs the band structure of the host

materials, yielding unusual electronic properties of quasi-two-

dimensional character (1) (2). Fig. 4 shows the density of states

p(E) for electrons with m* = 0.067m, in an SL with a well width of

100A and the same barrier width, where the first three subbands are

indicated with dashed curves. The figure also includes, for compar-

2
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Fig. 3. Schematic illustration of a ''mesoscopic' quantum regime
(hatched) with a superlattice or quantum wells in the insert.
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Fig. 4. Comparison of density of states in the three-dimensional (3D)
electron system with those of a superlattice, and the two-
dimensional (2D), one-dimensional (ID), and zero-dimensional
(0D) electron systems.
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ison, a parabolic curve E for a three-dimensional (3D) system, a

steplike density of states for a two-dimensional (2D) system (quantum

well), a curve I(E-E -E ")
-  

for a one-dimensional (1D) system (quantum

pipe or wire), and a delta function IR(E -Ei -E m -En) for a zero-

dimensional (OD) system (quantum box or dot) where the quantum unit

is taken to be 100A for all cases and the barrier height is assumed

to be infinite in obtaining the quantized energy levels, E1 , E, and

En . Notice that the ground state energy increases with decrease in

dimensionality if the quantum unit is kept constant. Each quantized

energy level in 2D, 1D and 0D is identified with the one, two and

three quantum numbers, respectively. The unit for the density of

states here is normalized to eV-icm
-
1 for all the dimensions, although

eV-
1
cm-

2 
, eV-

1
cm-

1 
and eV

-
1 may be commonly used for 2D, 1D and OD,

respectively.

The analysis of the electron dynamics in the SL direction pre-

dicted an unusual current-voltage characteristic including a negative

differential resistance, and even the occurrence of ''Bloch

oscillations.'' The calculated Bloch frequency f is as high as 250

GHz from the equation f =eFd/h, for an applied field F and a

superlattice period d of 10 3V/cm and 10OA, respectively.

Esaki, Chang and Tsu (5) reported an experimental result on a

GaAs-GaAsP SL with a period of 200A synthesized with CVD (chemical

vapor deposition) by Blakeslee and Aliotta (6). Although transport

measurements failed to show any predicted effect, this system proba-

bly constitutes the first strained-layer SL having a lattice mismatch

1.8% between GaAs and GaAs

Esaki et al. (7) found that an MBE (molecular beam epitaxy)-grown

GaAs-GaAlAs SL exhibited a negative resistance in its transport

properties, which was, for the first time, interpreted in terms of

the above-mentioned SL effect. Although our early efforts focused

on transport measurements, Tsu and Esaki (8) calculated optical non-

linear response of conduction electrons in an SL medium. Since the

first proposal and early attempt, the field of semiconductor SLs and

quantum wells (QWs) has proliferated extensively in a cross-

disciplinary environment (9).

II. EPITAXY AND SUPERLATTICE GROWTH

Heteroepitaxy is of fundamental interest for the SL and QW growth.

Innovations and improvements in growth techniques such as MBE (10),

MOCVD (metalorganic chemical vapor deposition) and MOMBE during the

last decade have made possible high-qualit; heterostructures. Such

4



4.0Q'

N.NN

N.." .3.0 \ C4ZlosMflosS\

z AlP Zn So C%05Mn0 .5Te
CY C4 S Zn Te

o- AI~b

. 0 Cd So...

n- ..,A Sb

h

twgS tHgSe

5.4 5.6 5.8 6.0 6.2 6.4 6.6

LATTICE CONSTANT IN

Fig. 5. Plot of energy gaps at 4.2K versus lattice constants.

(a) ELECTRONS TYPE I

E / G 5 T GIxAIxAs ttOE YEf-TGEE

(b)EC 
E 2E C v

EC

Ev HOLES TYPE fl -MISALIGNED

(c) Ec

A.c /V sb/ ELECTRONS

E• ,C /////7/ IN

Eci~ Es Af

Ev .j_ HOLES

T EV2; f H L TYPE 11 -T G E E
EC

EVd V Ev2 A%
EiT(S~ ELETRN

Fig. 6. Discontinuities of bandedge energies at four types of

hetro-interfaces: band offsets (left), band bending and
carrier confinement (middle), and superlattice (right).

A E C E5



structures possess predesigned potential profiles and impurity dis-

tributions with dimensional control close to interatomic spacing and

with virtually defect-free interfaces, particularly, in a lattice-

matched case such as GaAs - Ga1.Al.As . This great precision has

cleared access to a ''mesoscopic'' quantum regime.

The semiconductor SL structures have been grown with III-V, II-VI

and IV-VI compounds, as well as elemental semiconductors. Fig. 5

shows the plot of energy gaps at 4.2K versus lattice constants for

zinc-blende semiconductors together with Si and Ge. Joining lines

represent ternary alloys except for Si-Ge, GaAs-Ge and InAs-GaSb.

The introduction of II-VI compounds apparently extended the available

range of energy gaps in both the high and the low direction: that

of ZnS is as high as 3.8eV and all the Hg compounds have a negative

energy gap or can be called zero-gap semiconductors. The magnetic

compounds, CdMnTe and ZnMnSe are relative newcomers in the SL and QW

arena.

Semiconductor hetero-interfaces exhibit an abrupt discontinuity

in the local band structure, usually associated with a gradual band-

bending in its neighborhood which reflects space-charge effects.

According to the character of such discontinuity, known hetero-

interfaces can be classified into four kinds: type I, type

II-staggered, type II-misaligned, and type III, as illustrated in

Fig. 6(a) (b) (c) (d): band offsets (left), band bending and carrier

confinement (middle), and SLs (right).

The bandedge discontinuities, AE, for the conduction band and

AE, for the valence band, at the hetero-interfaces obviously command

all properties of QWs and SLs, and thus constitute the most relevant

parameters for device design. For such fundamental parameters, AE,

end AEv , however, the predictive qualities of theoretical models are

not very accurate and precise experimental determination cannot be

done without great care. In this regard, the GaAs-GaAlAs system is

most extensively investigated with both spectroscopic and electrical

measurements. Recent experiments have reduced an early established

value of AEC/AE., 85% to somewhat smaller values in the range between

60 and 70 percent.

III. RESONANT TUNNELING AND QUANTUM WELLS

Tsu and Esaki (11) computed the resonant transmission coefficient as

a function of electron energy for multi-barrier structures from the

tunneling point of view, leading to the derivation of the current-

voltage characteristics. The SL band model previously presented,

6



assumed an infinite periodic structure, whereas, in reality, not only

a finite number of periods is prepared with alternating epitaxy, but

also the phase-coherent distance is limited. Thus, this multibarrier

tunneling model provided useful insight into the transport mechanism

and laid the foundation for the following experiment.

Chang, Esaki and Tsu (12) observed resonant tunneling in

double-barriers, and subsequently, Esaki and Chang (13) measured

quantum transport properties for an SL having a tight-binding poten-

tial. The current and conductance versus voltage curves for a double

barrier are shown in Fig. 7. The energy diagram is shown in the inset

where resonance is achieved at such applied voltages as to align the

Fermi level of the electrode with the bound states, as shown in cases

(a) and (c). This experiment, together with the quantum transport

measurement, probably constitutes the first observation of man-made

bound states in both single and multiple QWs.

The technological advance in MBE for the last decade resulted

in dramatically-improved resonant-tunneling characteristics, which

renewed interest in such structures, possibly for applications (14).

The observation of resonant tunneling in p-type double barrier

structures (15) revealed fine structure corresponding to each bound

03- 09

02 1W 0

01 (0) 03

,0

-03- (C) 0

77 K

-04 2

-08 -04 0 04 06 12

VOLTS

Fig. 7. Current- and conductance-voltage characteristics of a
double-barrier structure. Conditions at resonance (a) and
(c), and at off-resonance (b), are indicated by arrows in
the insert.



state of both heavy and light holes, as shown at the bottom of Fig.

8, confirming, in principle, the calculated tunneling probability at

the top of the figure.

0.,o-,Hh

0 0. 2 0, 0.6

ENERGY (NV)

Z1 

4

0

0.0 0.5 1.0 1.5 2.0 2.5
VOLTAGE (V)

Fig. 8. Tunneling probability versus hole energy for a p-type
double-barrier structure (top), calcuated for a 50 A-50
A-50 A structure with a 0.55-eV potential barrier for heavy
and light hole masses: 0.6m0 (continuous line) and 0.1m0
(discontinuous line). Observed conductance-voltage curve
(bottom).

IV. OPTICAL ABSORPTION, PHOTOCURRENT SPECTROSCOPY,

PHOTOLUMINESCENCE AND STIMULATED EMISSION.

Optical investigation on the quantum structures during the last dec-

ade has revealed the salient features of quantum confinement. Dingle

et al. (16) (17) observed pronounced structure in the optical ab-

sorption spectrum, representing bound states in isolated and double

QWs. In low-temperature measurements for such structures, several

exciton peaks, associated with different bound-electron and bound-

hole states, were resolved. The spectra clearly indicate the evolu-

tion of resonantly split, discrete states into the lowest subband of

an SL. van der Ziel et al. (18) observed optically pumped laser os-

cillation from GaAs-GaAlAs QW structures at 15K. Since then, the

application of such structures to semiconductor laser diodes has re-

ceived considerable attention because of its superior character-

istics, such as low threshold current, low temperature dependence,

tunability and directionality (19).

8



Tsu et al. (20) made photocurrent measurements on GaAs-GaAlAs

SLs subject to an electric field perpendicular to the well plane with

the use of a semitransparent Schottky contact. The photocurrents as

a function of incident photon energy are shown in Fig. 9 for samples

of three different configurations, designated A (35A GaAs - 35A

GaAlAs), B (50A GaAs - 50A GaAlAs), and C (110A GaAs - 1104 GaAIAs).

The energy diagram is shown schematically in the upper part of the

figure where quantum states created by the periodic potential are

labeled El and E2. These states are essentially discrete if there

is a relatively large separation between wells, as is the case in

sample C, but broaden into subbands in samples A and B owing to an

increase in overlapping of wave functions. Calculated energies and

bandwidths for transitions shown in the figure are found to be in

satisfactory agreement with the observation. Very recently, Deveaud

et al. (21) made transport measurements of 2D carriers in SL minibands

by subpicosecond luminescence spectroscopy.

In undoped high-quality GaAs-GaAlAs QWs, the main

photoluminescence peak is attributed to the excitonic transition be-

tween 2D electrons and neavy holes. Mendez et al. (22) studied the

field-induced effect on the photoluminescence in such wells: when

the electric field, for the first time in luminescence measurements,
was applied perpendicular to the well plane, pronounced field-

effects, Stark shifts, were discovered. More recently, Vina et al.

(23) studied such shifts on the excitonic coupling as indicated in

Figs. 10 and 11. Fig. 10 shows excitation spectrum with the

photoluminescence of the heavy-hole exciton, where hl, hS2x)ll and 1 2x

denote the ground and excited states of the heavy- and light-hole

excitons, respectively, and h12a corresponds to an exciton related to

the n=1 conduction and n=2 heavy-hole valence bands. Fig. 11 shows

Stark shifts of the light-hole exciton (open circles) and excited

states of the heavy-hole exciton (open triangles), exhibiting strong

coupling (solid circles) between them. Chemla et al. (24) observed

Stark shifts of the excitonic absorption peak, even at room temper-

ature; Miller et al. (25) analyzed such electroabsorption spectra

and demonstrated optical bistability, level shifting and modulation.

V. RAMAN SCATTERING

Manuel et al. (26) reported the observation of enhancement in the

Raman cross section for photon energies near electronic resonance in

GaAs - Ga1_xAlAs SLs of a variety of configurations. Both the energy

positions and the general shape of the resonant curves agree with

theoretical values. Later, it was pointed out that resonant inelastic

light scattering yields separate spectra of single particle and col-

9
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iective excitations which will lead to the determination of elec-
tronic energy levels in QWs as well as Coulomb interactions.

Subsequently, this was experimentally confirmed and the technique has

now widely been used as a spectroscopic tool to study electronic

excitations (27).

Meanwhile, Colvard et al. (28) reported the observation of Raman

scattering from folded acoustic longitudinal phonons in a

GaAs(13.6A)-AlAs(11.4A) SL. The SL periodicity leads to Brillouin

zone folding, resulting in the appearance of gaps in the phonon

spectrum for wave vectors satisfying the Bragg condition. Recently,

Raman scattering revealed confinement of the optical modes into
''phonon quantum well'', leading to further ramification in the field

(29).

VI. MODULATION DOPING

In superlattices, in order to prevent usual impurity scattering, it

is possible to spatially separate free carriers from their parent
impurity atoms by doping impurities in the region of the potential

hills. Though this concept was expressed in the original article,

Esaki and Tsu, (1), Dingle et al. (30) successfully implemented such

n-p

Ef EC2

0°I
DONOR H 1 W 'H
IMPURITIES - - --

CONFINED Ev 2  
EELECTRON EGAS/I C

W
-J
0

• EvL

GaSb - IlAs-GoSh

Fig. 12. Modulation doping for a superlattice and a heterojunction
with a Schottky junction.

Fig. 13. Energy-band diagram of ideal GaSb-InAs-GaSb quantum wells
for electrons and holes.
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a concept in modulation-doped GaAs-GaAlAs SLs, as illustrated at the

top of Fig.12, achieving unprecedented electron mobilities far ex-

ceeding the Brooks-Herring predictions. Subsequently, the similar

technique was used to form the high- mobility 2D hole gas. This

technique apparently have exerted profound impact on not only the

progress of the 2D physics but also device applications such as a

high-speed MODFET (modulation-doped field-effect transistor); its

band energy diagram is shown at the bottom of Fig. 12 (31).

VII. SHUBNIKOV-DE HAAS OSCILLATIONS, QUANTIZED HALL EFFECT AND

FRACTIONAL FILLING

Chang et al. (32) observed Shubnikov-de Haas oscillations associated

with the subbands of the nearly 2D character in GaAs-GaAlAs SLs. The

oscillatory behaviors agreed well with those predicted from the Fermi

surfaces derived from the SL configurations and the electron concen-

trations.

v. Klitzing et al. (33) demonstrated the interesting proposition

that quantized Hall resistance could be used for precision determi-

nation of the fine structure constant a, using 2D electrons in the

inversion layer of a Si MOSFET. Subsequently, Tsui and Gossard (34)

found modulation-doped GaAs-GaAlAs heterostructures desirable for

this purpose, primarily because of their high electron mobilities,

which led to the determination of a with a great accuracy.

The quantized Hall effect in a 2D electron or hole system is

observable at such high magnetic fields and low temperatures as to

locate the Fermi level in the localized states between the extended

states. Under these conditions, the magnetoresistance pxx vanishes

and the Hall resistance pxy goes through plateaus. This surprising

result can be understood by the argument that the localized states

do not take part in quantum transport. At the plateaus, the Hall

resistance is given by pxy = h/e2v where v is the number of filled Landaa

levels; h, Planck's constant; and e, the electronic charge.

Tsui, Stormer, and Gossard (35) discovered a striking phenomenon,

an anomalous quantized Hall effect, exhibiting a plateau in py, and

a dip in px , at a fractional filling factor of 1/3 in the extreme

quantum limit at temperatures lower than 4.2K. This discovery has

spurred a large number of experimental and theoretical studies.
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VIII. InAs-GaSb SYSTEM

Since 1977, the InAs-GaSb system was investigated because of its ex-

traordinary bandedge relationship at the interface, called type

II-''misaligned'' in Fig. 6(c). The band calculation for InAs-GaSb

SLs (36) revealed a strong dependence of the subband structure on the

period: The semiconducting energy gap decreases when increasing the

period, becoming zero at 170A, corresponding to a semiconductor-to-

semimetal transition. The electron concentration in SLs was measured

as a function of InAs layer thickness, (37); it exhibited a sudden

increase of an order-of-magnitude in the neighborhood of 100A. Such

increase indicates the onset of electron transfer from GaSb to InAs
which is in good agreement with theoretical prediction. Far-infrared

magneto-absorption experiments (38) were performed at 1.6K for semi-

metallic SLs which confirmed their negative energy-gap.

MBE-qrown GaSb-InAs-GaSb quantum wells have been investigated,

where the unique bandedge relationship allows the coexistence of

electrons and holes across the two interfaces, as shown in Fig.13.

Prior to experimental studies, Bastard et al. (39) performed self-

consistent calculations for the electronic properties of such QWs,

predicting the existence of a semiconductor-to-semimetal transition

as a result of electron transfer from GaSb at the threshold thickness

of InAs; this is somewhat similar to the mechanism in the InAs-GaSb

SLs. Such a transition was confirmed by experiments carried out by

Munekata et al.(40), although the electron and hole densities are not

the same, probably because of the existence of some extrinsic elec-

tronic states. Analysis (41) for such a 2D electron-hole gas eluci-

dated, for the first time, the fact that the quantum Hall effect is

determined by the degree of uncompensation of the system. Figure 14

shows magnetoresistance Pxx and Hall resistance pxy for 0.45K, versus

magnetic field for a sample with a 200A InAs well, which has electron

and hole densities of 8.4x10 11 and 3.6x10'1 cm- 2, and their corre-

sponding mobilities of 1.6x10 5 and 1.4x104cm2/V.sec, respectively

(42) . As noticed in the curves of p,, and Pxy, extra structure exists;

there are prominent dips at 7.5, 12.5 and 26 T (shown by arrows) on

the Hall plateaux for filling factors, P = 3, 2 and 1. These filling

factors are given by the difference between the electron and hole

filling factors, Pe and Ph. For instance, Pe = 2 and vh = 1 below the

dip at 26T and Ve=1 and Ph = 0 above that, although v=1 for both cases.

IX. OTHER SUPERLATTICES

A doping SL has been pursued for its own interest, for instance, seen

in optical properties. If this SL is illuminated, extra electrons
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and holes are attracted to minima in the conduction band and to maxima

in the valence band so that the amplitude of the periodic potential

is reduced by the extra carriers, leading to a crystal which has a

variable energy gap (43).

It is certainly desirable to select a pair of materials closely

lattice-matched in order to obtain stress- and dislocation-free

interfaces. Lattice-mismatched heterostructures, however, can be

grown with essentially no misfit dislocations, if the layers are

sufficiently thin, because the mismatch is accommodated by uniform

lattice strain (44). On the basis of such premise, Osbourn and his

co-workers (45) prepared strained-layer SLs from lattice-mismatch

pairs, claiming their usefulness for some applications.

Kasper et al. (46) pioneered the MBE growth of Si-SiGe strained-

layer SLs, and Manasevit et al. (47) observed unusual mobility en-

hancement in such structures. The growth of high-quality Si-SiGe SLs

(48) attracted much interest in view of possible applications as well

as scientific investigations.
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Dilute-magnetic SLs such as CdTe-CdMnTe (49) and ZnSe-ZnMnSe are

recent additions to the superlattice family, and have already exhib-

ited unique magneto-optical properties.

In 1976, Gossard et al. (50) achieved epitaxial structures with

alternate-atomic-layer composition modulation by MBE; these struc-

tures were characterized by transmission electron microscope as well

as optical measurements. Such short-period SLs of binary compounds

apparently serve for interface improvement (10).

Superlattices and quantum wells provide a means to reduce the

dimensionality of an electron or hole gas down to 2D. Attempts at

further reduction to ID and 0D have also been made by an ultrafine

etching technique (10) (51) or by the combination of confinement by

quantum wells and extra structure. With reduction to 1D, one may

achieve higher mobilities because of the suppression of scattering

(52), and also can enhance exciton binding energies and oscillator

strengths in optical properties (53).

X. CONCLUSION

We have witnessed remarkable progress of an interdisciplinary nature

on this subject. A variety of ''engineered'' structures exhibited
extraordinary transport and optical properties; some of them, such

as ultrahigh carrier mobilities, semimetallic coexistence of

electrons and holes, and large Stark shifts on the optical properties,

may not even exist in any ''natural'' crystal. Thus, this new degree

of freedom offered in semiconductor research through advanced mate-
rial engineering has inspired many ingenious experiments, resulting

in observations of not only predicted effects but also totally unknown

phenomenon. The growth of papers on the subject for the last decade

is indeed phenomenal. For instance, the number of papers and the

percentage of those to the total presented at the International Con-

ference on the Physics of Semiconductors (ICPS) being held every other
year, increased as shown in Fig. 15. After the incubation period of

several years, it really took off, around ten years ago, at an annual

growth rate of nearly 70%.

Activities in this new frontier of semiconductor physics, in
turn, give immeasurable stimulus to device physics, leading to un-

precedented transport and optoelectronic devices or provoking new
ideas for applications. Fig. 16 illustrates a correlation diagram

in such interdisciplinary research where beneficial cross-

fertilizations are prevalent.
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I hope this article, which cannot possibly cover every landmark,

provides some flavor of the excitement in this field. Finally, I

would like to thank the many participants in and out of superlattice

research for their contributions and J. M. Hong and E. E. Mendez for

their help in preparing Fig. 4, as well as the ARO's partial spon-

sorship from the initial day of our investigation.

16



REFERENCES

1. L. Esaki and R. Tsu, ''Superlattice and negative conductivity in
semiconductors,'' IBM Research Note RC-2418 (1969).

2. L. Esaki and R.Tsu, ''Superlattice and negative differential
conductivity in semiconductors,'' IBM J. Res. Develop. 14: 61
(1970).

3. D. Bohm, ''Quantum Theory:'' (Prentice Hall, Englewood Cliffs,
N.J. 1951), p. 2 8 3 .

4. L. Esaki, ''Long journey into tunneling,'' Les Prix Nobel en 1973
, Imprimerie Royale, P.A. Norstedt & Soner, Stockholm 1974, p.
66.

5. L. Esaki, L.L. Chang, and R. Tsu, ''A one-dimensional
'superlattice' in semiconductors'' Proceedings of the 12th Inter-
national Conference on Low Temperature Physics, Kyoto, Japan, 1970
(Keigaku Publishing Co.,Tokyo, Japan), p. 551.

6. A.E. Blakeslee and C.F. Aliotta, ''Man-made superlattice
crystals,'' IBM J. Res. Develop. 14: 686 (1970).

7. L. Esaki, L.L. Chang, W.E. Howard, and V.L. Rideout, ''Transport
properties of a GaAs-GaAlAs superlattice,'' Proceedings of the
11th International Conference on the Physics of Semiconductors,
Warsaw, Poland, 1972, edited by the Polish Academy of Sciences
(PWN-Polish Scientific Publishers, Warsaw, Poland), p. 431.

8. R. Tsu and L. Esaki, ''Nonlinear optical response of conduction
electrons in a superlattice'' Appl. Phys. Lett. 19: 246 (1971).

9. L. Esaki, ''Semiconductor Superlattices and Quantum Wells'' Pro-
ceedings of the 17th International Conference on the Physics of
Semiconductors, San Francisco, August, 1984, edited by J.D. Chadi
and W.A. Harrison (Springer-Verlag, New York, 1985), p.473; IEEE
J. Quantum Electron., QE-22: 1611 (1986).

10. A. 1'. Gossard, ''Growth of Microstructures by Molecular Beam
Epitaxy'' IEEE J. Quantum Electron., QE-22: 1649 (1986)

11. R. Tsu and L. Esaki, ''Tunneling in a finite superlattice,'' Apl.
Phys. Lett. 22: 562 (1973).

12. L.L. Chang, L. Esaki, and R. Tsu, ''Resonant tunneling in semi-
conductor double barriers'' Appl. Phys. Lett. 24: 593 (1974).

13. L. Esaki and L.L. Chang, ''New transport phenomenon in a semi-
conductor 'superlattice'' Phys. Rev. Lett. 33: 495 (1974).

14. F. Capasso, K. Mohammed and A. Y. Cho, ''Resonant tunneling
through double barriers'' IEEE J. Quantum Electron., QE-22: 1853
(1986).

15. E.E. Mendez, W.I. Wang, B. Ricco, and L. Esaki, ''Resonant
Tunneling of holes in AlAS-GaAs-AIAS heterostructures'' Appl.
Phys. Lett. 47: 415 (1985).

16. R. Dingle, W. Wiegmann, and C.H. Henry, ''Quantum states of con-
fined carriers in very thin Al Ga,_As - GaAs - AI×Gal-xAs
heterostructures'' Phys. Rev. Lett. 33: 827 (1974).

17. R. Dingle, A.C. Gossard, and W. Wiegmann, ''Direct observation
of superlattice formation in a semiconductor heterostructure,''
Phys Rev. Lett. 34: 1327 (1975).

18.J.P. van der Ziel, R. Dingle, R.C. Miller,W. Wiegmann, and W.A.
Nordland Jr., ''Laser oscillation from quantum states in very thin
GaAs - Al 0.2Ga0 .As multilayer structures'' Appl. Phys. Lett. 26:
463 (1975).

19.Y. Arakawa and A. Yariv, ''Quantum well lasers'' IEEE J. Quantum
Electron., QE-22: 1887 (1986)

20. R. Tsu, L.L. Chang, G.A. Sai-Halasz, and L. Esaki, ''Effects of
quantum states on the photocurrent in a superlattice'' Phys. Rev.
Lett. 34: 1509 (1975).

17



21.B. Deveaud, J. Shah, T. C. Damen, B. Lambert and A. Regreny,
''Bloch transport of electrons and holes in superlattice mini-
bands: direct measurement by subpicosecond luminescence
spectroscopy'' Phys. Rev. Lett. 58: 2582 (1987).

22.E.E. Mendez, G Bastard, L.L. Chang, and L. Esaki, ''Effect of an
electric field on the luminescence of GaAs quantum wells'' ?bys
Rev. B 26: 7101 (1982).

23.L. Vina, R. T. Collins, E. E. Mendez and W. I. Wang, ''Excitonic
coupling in GaAs/GaAlAs quantum wells in an electric field'' Phys.
Rev. Lett. 58: 832 (1987).

24.D.S. Chemla, T.C. Damen, D.A.B. Miller, A.C. Gossard, and W.
Wiegmann, ''Electroabsorption by Stark effect on room-temperature
excitons in GaAs/GaAIAs multiple quantum well structures,''
Phys. Lett. 42: 864 (1983).

25. D.A.B. Miller, J.S. Weiner, and D.S. Chemla, ''Electric-field
dependence of linear optical properties in quantum well
structures'' IEEE J. Quantum Electron., QE-22: 1816 (1987).

26. P. Manuel, G.A. Sai-Halasz, L.L. Chang, Chin-An Chang, and L.
Esaki, ''Resonant Raman scattering in a semiconductor
superlattice,'' Phys. Rev. Lett. 37: 1701 (1976).

27.G. Abstreiter, R. Merlin, and A. Pinczuk, ''Inelastic light
scattering by electronic excitations in semiconductor
heterostructures'' IEEE J. Quantum Electron., QE-22: 1771 (1987).

28.C. Colvard, R. Merlin, and M.V. Klein, and A.C. Gossard,
''Observation of folded acoustic phonons in a semiconductor
superlattice,'' Phys. Rev. Lett. 45: 298 (1980).

29.M.V. Klein, ''Phonons in semiconductor superlattices'' IEEE J.
Quantum Electron., QE-22: 1760 (1987)

30.R. Dingle, H.L. Stormer, A.C. Gossard, W. Wiegmann, ''Electron
mobilities in modulation-doped semiconductor heterojunction
superlattices,'' Appl. Phys. Lett. 33: 665 (1978).

31.M. Abe, T. Mimura, K. Nishiuchi, A. Shibatomi and M. Kobayashi,
''Recent advances in ultra-high-speed HEMT technology'' IEEE J.
Quantum Electron., QE-22: 1870 (1986)

32.L. L. Chang, H. Sakaki, C. A. Chang, and L. Esaki, ''Shubnikov-de
Haas oscillations in a semiconductor superlattice'' Phys. Rev.
Lett. 38: 1489 (1977).

33. K.von Klitzing, G. Doreda, and M. Pepper, ''New method for high-
accuracy determination of the fine-structure constant based on
quantized hall resistance,'' Phys. Rev. Lett. 45: 494 (1980).

34.D.C. Tsui and A.C. Gossard, ''Resistance standard using
quantization of the Hall resistance of GaAs - AlGa1_-As
heterostructures Appl. Phys. Lett. 38: 550 (1981).

35.D.C. Tsui, H.L. Stormer, and A.C. Gossard, ''Determination of the
fine-structure constant using GaAs - Al.Ga 1,As heterostructures,''
Phys. Rev. Lett. 48: 1559 (1982).

36.G.A. Sai-Halasz, R. Tsu,and L.Esaki, ''A new semiconductor
superlattice,'' App. Phys. Lett. 30: 651 (1977); G.A. Sai-Halasz,
L. Esaki, and W.A. Harrison, ''InAs-GaSb superlattice energy
structure and its semiconductor-semimetal transition,'' Phys.
Rev. B 18: 2812 (1978).

37.L.L. Chang, N.J. Kawai, G.A. Sai-Halasz, R. Ludeke, and L. Esaki,
''Observation of semiconductor-semimetal transition in InAs-GaSb
superlattices'' Appl. Phys. Lett. 35: 939, (1979).

38.Y. Guldner, J.P. Vieren, P. Voisin, M. Voos, L.L. Chang, and L.
Esaki, ''Cyclotron resonance and far-infrared magneto-absorption
experiments on semimetallic InAs-GaSb superlattices,'' Phys. Rev.
Lett. 45: 1719, (1980).

39.G. Bastard, E.E. Mendez, L.L. Chang, L. Esaki, ''Self-consistent
calculations in InAs-GaSb heterojunctions,'' J. Vac. Sci. Technol.
21: 531 (1982).

18



40.H. Munekata, E.E. Mendez, Y. lye, and L. Esaki, ''Densities and
mobilities of coexisting electrons and holes in MBE grown
GaSb-InAs-GaSb quantum well,'' Surf. Sci. 174: 449 (1986)

41.E.E. Mendez, L. Esaki, and L.L. Chang, ''Quantum Hall effect in
a two-dimensional electron hole gas,'' Phys. Rev. Lett. 55: 2216
(1985).

42. T. P. Smith and H. Munekata, private communication.

43. G.H. Dohler, H. Kunzel, D. Olego, K. Ploog, P. Ruden, H.J. Stolz,
and G. Abstreiter, ''Observation of tunable band gap and two-
dimensional subbands in a novel GaAs superlattice,'' Phys.,,Rev.
Lett. 47: 864 (1981).

44.J.H. van der Merwe, ''Crystal interfaces,'' J. Aopl. Phys. 34:
117 (1963).

45. G.C. Osbourn, R.M. Biefeld and P.L. Gourley, ''A GaAsP 1_/GaP
strained-layer superlattice,'' Appl. Phys. Lett. 41: 172 (1982).

46. E. Kasper, H. J. Herzog and H. Kibbel, ''A one-dimensional SiGe
superlattice grown by UHV epitaxy,'' Appl. Phys. 8: 199 (1975).

47. H. M. Manasevit, I. S. Gergis, and A. B. Jones, ''Electron mo-
bility enhancement in epitaxial multilayer Si - Si,-, Ge. alloy
films on (100) Si,'' Appl. Phys. Lett. 41: 464 (1982).

48.J.C. Bean, L.C. Feldman, A.T. Fiory, S. Nakahara, and J.D.
Robinson, '' Ge.Si 1_×/Si strained-layer superlattice grown by mo-
lecular beam epitaxy,'' J. Vac. Sci. Technol. A2, 436 (1984).

49.A.V. Nurmikko, R.L. Gunshor and L.A. Kolodziejski, ''Optical
Properties of CdTe/CdMnTe multiple quantum wells'' IEEE J. Quantuin
Electron. QE-22: 1785 (1986)

50.A.C. Gossard, P.M. Petroff, W. Weigmann, R. Dingle, and S. Sav-
age, ''Epitaxial structures with alternate-atomic-layer composi-
tion modulation,'' Appl. Phys. Lett. 29: 323 (1976).

51.H. Temkin, G.J. Dolan, M.B. Parish, and S.N.G. Chu,
''Low-temperature photoluminescence from InGaAs/InP quantum wires
and boxes'' Apol. Phys. Lett. 50: 413 (1987).

52. H. Sakaki, ''Scattering suppression and high-mobility effect of
size- quantized electrons in ultrafine semiconductor wire
structures'' Jpn. J. Appl. Phys. 19: L735 (1980).

53.Y-C Chang, L. L. Chang and L. Esaki, ''A new one-dimensional
quantum well structure'' Appl. Phys. Lett. 47: 1324 (1985).

19



ELECTRONIC STATES IN SEMICONDUCTOR HETEROSTRUCTURES

G.Bastard

Groupe de Physique des Solides de 'Ecole Normale Suprieure

24 rue Lhomond F-75005 Paris (France)

ABSTRACT

We review some features of the electronic states in semiconductor heterostructures. The

emphasis will be placed on the short period superlattices, the in -plane dispersion of the valence

subbands, the energy levels in doped heterolayers and in quasi unidimensional semiconductor

wires.

I. INTRODUCTION

Since the pioneering work of Esaki and Tsu I a considerable amount of results have been

obtained as regards the physical and device properties of the semiconductor heterolayers. The

present paper is restricted to a brief overview of some features of the electronic states in

semiconductor heterolayers. Although there exists a variety of computational schemes 2-4, we

concentrate on the envelope function formalism 5-8 which is simple, versatile and accurate enough

for most of (but not all) the physical situations met in actual heterostructures. There already exists a

large number of reviews devoted to the envelope function formalism. Here, we intend to use this

formalism to discuss a number of topics of current interest. For a thorough discussion of the

grounds of the envelope function formalism the reader is referred to the existing reviews 9-12

II. THE ENVELOP FUNCT10N APPROXIMATION * A SUMMARY

Consider two semiconductors A and B which we shall assume to display the same

cristallographic structures and to be lattice-matched (although strained layer materials can be

described by a suitable modification of the formalism) 13-15. The two materials have relatively

similar band structures. The topmost valence band edges, which occur at the center of the Brillouin

zone ( r point) in III-V and II - VI semiconductors, have no reason to be aligned. In fact, the

magnitude of the band offset between the two materials decisively influence the electronic properties

of a AB heterolayer (fig.l). One of the main task for physicists is thus to measure these band

21



offsets. This can be achieved through XPS experiments, electrical characterization of isotype

heterojunctions or by optical probes.

Suppose then that the valence band offset is known. Then, from AE v , CA and LB (the
direct r bandgaps of the two materials) one knows the r conduction band offsets as well as all the
other offsets (X, L, etc... ) . Most of the heterolayer energy states which are relevant for transport

or optical properties are relatively close in energy from one of the r edge of say, the A material.
Thus we need to calculate the heterostructure energy levels in the vicinity of such an edge. The

envelope function scheme asserts that the heterolayer wave function P is of the form

-9V - -W -1
'P(r) =2. fm(r) U0(r) ()

m

where the summation over m runs over the 1 6 , r 7 , 1 8, edges (see fig. 2) which are closely
spaced and remote from the other edges of the crystal. In eq. 1 the Umo are assumed to be identical
in both kinds of layers. Thus, the differences in the band structure of the A and B materials are only

felt by the envelope functions fm These are slowly varying on the scale of the hosts' unit cell. The

existence of the remote bands is taken into account in each host layer by a second order expansion

in kA, kB which are the carrier wavevectors in the A and B layers. Note that the projections of iA,
kB along the growth (z) axis can be either real (propagative states) or imaginary (evanescent states)

: the evanescent states are forbidden in bulk materials but relevant in heterolayers which involve
layers of finite thicknesses. Inside the "6 , 1-7 , 1 8 subspaces the k.p interaction is exactly taken

into account (Kane model) 16. From these assumptions it follows that the envelope functions fm
are the solutions of a coupled second order 8x8 differential system

ih-. h2

Y [(E10 + Vl(z)-e ) 8m -- VP -- V - IVf()=0 (2)
m=1 % m

where elo is the energy of the lth edge in the A material ; Vl(z) functions which are equal to zero
in the A layers and to V, in the B layer where V1 is the algebraic energy shift of the lth edge when

17 Ec(z)

Ea EB 
IE

C A E ,(z )• . g~z) EtZ) Evtz)

a b c d

Fig. 1 : Illustration of the part played by different

apportionments between the valence and conduction bands

of the bandgap energy difference EB-EA of two

semiconductors A and B on the electronic states of a BAB

rectangular quantum well. The structure c) is the best

candidate for low threshold lasing action.
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Fig. 2 : Band structure of a direct gap III V compound in

the vicinity of the r point. I---

r7

k

going from the A to the B material. PIm is the interband p matrix elements between the periodic

parts of the Bloch functions of the lth and mth edges at the r point and gi an effective mass tensor

which acccounts for the existence of the remote bands. If a slowly varying band bending potential

- eo(z) is applied to the heterolayers, one should add the diagonal contributions - eo(z)8 1m to

eq.(2)
The boundary conditions fulfilled by the fm's are

i) fm is continuous everywhere

ii XM [2L x(3)

The boundary conditions at large z are

Im (r) -o 0 (4)

for bound states in quantum wells and

fn (x, y, z+d) = Iqd f(X, y, z) (5)

for superlattices. In eq. (5) d is the superlattice period and q the superlattice wawevector along the

growth axis. Without loss of generality one can restrict q to the segment [- in/d, + r,/d[.

The perfect heterostructures are translationally invariant in the layer plane. Thus, the envelope

functions fm() should at zero magnetic field be of the form:

fm) = rm(z) exp(ik . r) (6)
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Where S is the sample area and kI = (kx , ky), r- = (x, y) are the in-plane projections of the

carrier wave and position vectors respectively.

If k - = 0 and if the inversion asymmetry splitting of the host materials is neglected, the

heterostructure electronic states can be classified according to the z projection of the total angular

momentum Jz" Jz = + 3/2 corresponds to the heavy hole states while Jz = ± 1/2 corresponds to

hybrids of F6 , r 8 (light hole) and 17 states. If, on the other hand, k_ L ' Jz is no longer a good

quantum number and the problem becomes more involved.

The meaning of eq. (2) is that one needs small bulk wavevectors around the r edges to build the

heterostructure wavefunctions. Such an assumption is valid if the energy level under consideration

is closer from one of the I edges than from any other bulk extremum. Note that the envelope
function scheme is not restricted to the r-related extrema. If we want to describe electronic states in
the vicinity of one of the bulk X conduction level, an expansion similar to eq. (1) can be used with
the ulo replaced by 'T lx where the Tlx's are the bulk Bloch functions at this X edge in both
kinds of layers. To summarize, one should only hybridize bulk states in the vicinity of the same
extrema to safely use the envelope function scheme. Thus, this description is reliable when the
calculated energy levels belonging to different hosts' extrema are sufficiently energy separated.
This is almost always the case for the states of GaAs-Ga 0 .7 AI 0 .3 As superlattices and quantum
wells but not for all the states GaAs-AlAs short period superlattices. When the envelope function

calculations predict crossings between levels derived from different extrema one should be
suspicious of its validity and switch to more elaborate computational schemes such as
pseudopotentials 2 or tight binding calculations 3. These will lead to a removal of the level
crossings. However, one should also inquire wether the differential system given in eq. (2) has
included all the relevant k.p details. The envelope function approximation has sometimes been

charged of being unable to handle ainticrossings appearing in the F8 -related valence subbands.
However, a closer inspection would have revealed that the blamed effective envelope hamiltonian
was simply incomplete, lacking for the inversion asymmetry splitting contributions (the so called
linear k term in the valence band). If properly included they would have explained the anticrossings.
In general, we do not expect significant failure of the envelope function framework when

calculating the valence-related states. Rather, certain conduction band states of sufficient energies (E

- 1 76 Ex - CF6 or EL - er6) may be poorly described by the envelope function type of
calculations. This situation is not without recalling the problem of N defects in GaAs I-xPx alloys.

HI. MISCELLANEOUS EXAMPLES

This paragraph provides results of energy level calculations based on eq. (2). The GaAs -
Ga l xAlxAs heterostructures will be considered for the sake of examples. We first discuss-k 1 = 0
energy levels and then the in-plane dispersions of the r 8 valence subbands.

M. A. Electronic states in GaAs-a 0 Ah rayes I=__

We show in figs (3,4) the F6 - related conduction states of GaAs-Ga0 .7 A10 .3 As single
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quantum wells or superlattices with equal layer thicknesses. The numerical results were obtained by
using a conduction band offset of Vs = 224 meV, a band edge effective mass of 0.067m 0 and by
neglecting the remote band effects in eq.(2). Notice that the conduction band non-parabolicity has
been included since eq.(2) remains a 6x6 system (the heavy hole states decouple from the light
particle states since k I is assumed to be zero and the inversion asymmetry splitting has been

neglected). The GaAs quantum wells always admit one bound states. The excited states En , n>l
pop out of the well for L,L n . They transform into resonances (dashed lines in fig.(3)), or virtual
bound states when their energy exceeds the top of the confining barriers. In the superlattices (fig.
(4) ) the quantum well bound states hybridize to form one-dimensional minibands. Their bandwiths
exponentially decay with the Ga0.7AI0.3As barrier thickness as shown in (fig. (5))
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III. B. Direct--indirect transitions in GaAs-AlAs short neriod superlattices

As seen form fig. (4) the lowest lying superlattice state extrapolate when d--)0 and LA=LB to
the mid energy of the GaAs and Ga0 .7 AI0. 3 As 16 edges. More generally, it is easily shown from
the inspection of the superlattice dispersion relations derived from eq. (2) that the lowest lying 16 -
related superlattice state in GaAs-GalyAlyAS superlattices with thickness ratio U =
LGaAs/LGalyAlyAs extrapolates when d-+0 to Vs(y)/+u i.e to the value one would naively affix
to the conduction bandgap of GalxAlxAs alloys with x=y/1 +,,. Moreover, for a superlattice with
vanishing period, the superlattice envelope function is uniformly spread out, like in a bulk
homogenous material. Thus, one is tempted to identify a short period superlattice to a bulk alloy,
except that the carrier in the GaAs-AlAs superlattice will experience no alloy scattering and thus will
have a larger electrical mobility than in the alloy.Up to now this mobility improvement remains a
tantalizing concept. This is because the growth of short period superlattices is difficult and up to
now amounts to the replacement of alloy scattering by interface roughness scattering. In addition,
the concept of a uniform spreading of the wavefunction is well founded only in the d=0 limit.
Actual short period superlattices are rather grown with d=20-40 A. Thus, the superlattice
wavefunction displays significant spatial modulations depending on wether the carrier stays in
GaAs or AlAs layers.This spatial modulation is the larger for the larger effective mass and thus is
expected to be more important for X-related states (m*,,, m0 ) than for F6 related states (m*0. I m0 )
and for F8 valence levels than for F6 conduction ones. Thus, actual short period superlattices are
significantly different than true ordered alloys. Nevertheless, the GaAs-AlAs superlattices are very
promising from the technological point of view, curing some drawbacks of the Ga IxAlxAs alloys.
In particular, by doping selectively the GaAs layers of short period GaAs-AlAs superlattices one
hopes to a large extent get rid of the DX centers associated with the doping of the Gl xAlxAs alloys
and thus suppress the parasitic effect of persistent photoconductivity.

From the point of view of the energy levels, the short period superlattices and the Ga

1xAlxAs alloys share many common features. We show in fig. (6) the conduction band states of
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short period GaAs-AIAs superlattices with a fixed period (d=40 A) and a varying AlAs thickness.
The diagram may also be interpreted in terms of an effective Al content x : x--dAlAs/d. We have

represented both the 1- related and X-related states. There are six equivalent X valleys in the host
brillouin zone. Let k0 be one of these X points. The host conductiodf bands are ellipsoidal in shape

around k0 :
"[2 2 + f2 2k
h=k +- 2(k (k 2+ yk2) (7)Io'2m I Y 2 t XY

where z lies along the lk axis. The longitudinal masses are much heavier than the transverse ones:

ml(GaAs) = 1.98m 0 ; mt (GaAs) = 0.27-0.37m0 ; ml (AlAs) = 1.56m0 ; m t (AlAs) = 0.19m0 17.
The r-X energy distances are ex-er = 0.467 eV in GaAs and CF6-Ex = 0.906 eV in AlAs. The six
equivalent X minima are at the same energy in the bulk materials. This degeneracy is lifted in the
superlattices due to the existence of a preferential axis : the growth axis. For the superlattices grown
along the [0011 axis, the two ellipsoids whose major axis are paralled to [0011 provide the lowest
lying superlattice states since ml >> mt.

The four others remain aquivalent and give rise to excited superlattice states. The only unknown

parameters is the relative position of the two structures. Here, we follow Danan et al 18 and take

er 6 (A1As)-eF 6 (GaAs) = 1.08 eV. Thus, the AlAs X point lies at lower energy than the GaAs one
(see fig.(7) ). For X - related states AlAs is the well-acting layer while GaAs is a potential well for
r- related states. The valence levels are always preferentially localized in GaAs. Therefore, the

GaAs-AlAs short period superlattices may either display a direct r-related fondamental bandgap (Ga
rich materials) or a r-X pseudo-indirect one (Al rich materials). The F-X gap is pseudo indirect in
the sense that, strictly speaking, it is a direct gap which occurs at the center of the superlattice

Brillouin zone but the optical matrix element is fairly weak 18 , recalling that the host's states
originate from different extrema in the Brillouin zone. In addition, when the equivalent Al content is
increased the GaAs-AlAs superlattices undergo a type I---type 11 transition 18-20 . In Ga-rich
superlattices both electrons and holes are mainly localized within the same layer (GaAs) while in
Al-rich superlattices the electrons are heavily localized in AlAs and the holes are mainly found in
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GaAs. The optical responses of type I and type II materials are very different. In type I materials,
the photoluminescence and absorption lines are almost coincident, apart from a few meV Stokes
shifts due to exciton trapping on interface defects or the occurence of an e-A recombination line. In
type II superlattices the Stokes shift may be very large : the absorption takes place at the F-related
bandgap and the emission involves the recombination of X-like electron with F- like holes. The

photoluminescence lines often show phonon replicas like in bulk indirect gap materials. Thus, by
studying the optical properties of series of GaAs-AlAs superlattices Danan et a11 8 were able to

determine the conduction band offset between GaAs and AlAs. Similar results were obtained by
studying the pressure dependence of the optical properties 2 0 . A hydrostatic pressure shifts the F

and X states differently and one may trigger a type I--type I transition on a given sample.

HI. C. In-plane dispersion relation and density of states

The in-plane dispersions of the heterostructures are hardly obtained in closed forms. This is
due to the k I_- induced admixture between the heavy hole and light pariticle states. This mixing

does not affect too much the F 6-related states of wide gap heterostructures : it remains sensible to
discard the 1/ linm tensor and to deal with the Kane bulk dispersions in each host layer. If one
further neglects the band non-parabolicity and assumes a position independent effective mass m*
simple results follow. For instance, the density of states associated with the bound states En of a

single quantum well is written

1 2k2 m* S

p(E) = 2 [E-E- II - = - E Y (c-E) (8)
nk 2m* nh 2  n

where the summation runs over the bound states and Y(x) is the step function. Eq. (8) contrasts

with the bulk result :

bulk(E )  m* m* (9)

2h 2  2

in that the quantum well density of states has a much steeper variation at the onset than the bulk one

but remains constant above the edge. Correlatively if a phenomenon involves the density of states at
a fixed energy, ef e.g. the Fermi energy, and if one is capable to vary this energy, there will be no
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dependence of the phenomenon upon ef in the quantum well (unless ef crosses En ) while an ef

dependence will be evidenced in the bulk case. These considerations apply e.g i) to the

band-to-band absorption in the one-electron approximation where plateaus are observed in the

absorption coefficient of quantum wells while a continuous increase is found in the bulk case, and

ii) to screening effects of an external potential. In the Thomas Fermi approximation (wavevector <<
2 kF where kF is the Fermi wavector) the wavevector dependent dielectric function at T= 0 K is of

the form :

E(q) = 1 +(-)2 ; CW'(q) = 1 +-TM f (q) (10)
q q

where the Electric Quantum Limit has been assumed in the quantum well case and fs(q) is a form

factor which accounts for the finite extension of the E1 wavefunction along the growth axis. In

eq.(10) q 2TF (bulk case) and qTF (quantum well case) are proportional to the respective densities

of states.

Thus, q2 TF increases with eF in the bulk case which means that the more electrons are present the

more effective the screening is. On the other hand qTF stays constant while the two dimensional

electron concentration increases on the quantum well. These results imply in particular that a

screened coulombic impunity in a quantum well may support one bound state even at high electron

concentration 48, while it is known that in the bulk the impurity birding energy vanishes beyond

some critical electron concentration.

The in-plane dispersions of the valence subbands are always complicated, even of one restricts the

analysis to a parabolic description of the valence states in each host layers and neglects the coupling

TC
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2 2

Fig. 8 A summary of the electronic properties of a

single quantum well . From left to right : band edge profile

and bound states wave functions ; two-dimensional in-plane

dispersions ;density of states. After reference 191.

between F8 and F7 holes. The latter approximation is justified when the energy of the F8 - related
hole subband remains much smaller than the spin orbit coupling of the host materials. The F8

effective hamiltonian is not a scalar (like the r 6 one) but is the sum of a scalar term : 0ak2 and of

4x4 operator : P(k.J)2 in the simplest approach (isotropic bulk valence bands). Ultimately, these
complications stem from the p-like degeneracy of the valence wavefunctions at the top of the

valence band oombined with the spin orbit coupling. If one quantizes the total angular momentum

along the growth axis the Jz= ±3/2 components decouple from the Jz= ±1/2 ones if kL=0. The +

3/2 components are in a quantum well associated with a series of heavy hole states HHn while the ±

1/2 components correspond to the light hole levels. As soon as k_L¢d, the kxJx' ky Jy terms
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become operative and significantly admix the k.±=d solutions. Thus, one shouid resort to

numerical diagonalisations to find out the eigenstates. This problem has been the subject of a

number of publications 9,10,21-24 which, apart from numerical details, agree in pointing out

i) the marked non parabolicity of the valence subbands

ii) the significant mixing between the heavy and light hole character of the eigenstates

iii) the lifting of the twofold Kramers degeneracy if the heterostructure potential is not

centrosymmetric.

The points i) and ii) are illustrated in figs (9,10) where the calculated in-plane valence

subbands of GaAs-Ga0 .7A10 .3As single quantum wells are plotted versus k± (fig.9) as well as the

k_l dependence of V<J2 z > (fig. 10). In these calculations the linear k terms of the r 8 valence bands

have been neglected and the axial approximation 10 has been used. In fig.(9) the diagonal

approximation, which amounts to neglecting the coupling between the ± 3/2 and ±1/2 states, gives

rise to the dispersion relations shown as dashed lines. In this approximation, the HHn and LHn

subbands are allowed to cross. The off-diagonal terms replace these crossings by anticrossings,

which results in strongly non parabolic dispersions. Note in particular the electron-like behaviour
exhibited by the LH1 subband in the vicinity of kjl=0. The anticrossing behaviour means a strong

band mixing. In the absence of couplings between HHn and LHn subbands V< > would be equal

to 3/2(1/2) at any kl for HHn (LHn) subbands. One sees in fig.(10) that the actual wavefunctions
quickly depart from this non interacting behaviour. In fact, the heavy hole and light hole subbands

exchange their character near the anticrossing. Although we keep labelling the valence subbands in

the same manner as at k_=0, i.e. HHn, LHm the very notion of heavy hole and light hole character

is as shown in fig(9,10) very fuzzy. Finally, it should be noticed that the eigenstates of rectangular

(or any centrosymmetric) quantum wells are twice degenerate. For heterostructures whose band

edge profile or physical property have no center of inversion this twofold degeneracy is lifted at

finite i '_ and non zero spin orbit coupling. An example of such a degeneracy lifting is shown in

fig.(ll) which displays the in-plane valence subbands of a rectangular GaAs-Gao. 7 AI0. 3 As

quantum well tilted by an electric field applied along the growth axis.

0 0

- ' ~ HH, HH,

E

-50 -S _ - 0

5*4L 10- 301S
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k . H( 106H

)  
kI (I 1j36 Ce I

Fig. 9 : In plane dispersion relations of the valence

subbands in GaAs-Ga0 .7AI0. 3As single quantum wells. L-

100 A and L = 150 A. Axial approximation. After reference

[91.
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IV. ENERGY LEVELS IN DOPED HE ROLAYERS

If the barrier-acting material of a heterostructure is doped (e.g. with donors) the thermal

equilibrium implies that some of the donors loose their electrons which are transferred in the
well-acting material (fig. 12). This modulation doping technique 25 has led to a tremendous increase
of the low temprature mobility of both quasi bi-dimensional electron and hole gases in a variety of

heterostructures 2 6 . This is because the mobile carriers are spatially separated from their parent
impurities and thus the ionic scattering is considerably diminished. From the point of view of
energy level calculations one has to find the eigenstates ofa Schr6dinger equation whose potential

energy profile is the sum of a fixed contribution (the Vl(z) in eq.(2) ) and of contributions due to the
free carriers and fixed charges.The simplest scheme is to use the Hartree appoximation which
amounts to replacing the true N carrier potential by an average one. This finally leads to
simultaneously solving the Schrdinger and Poisson equations:

I P q 2k

Pz iz z +re + Vs(z) - = c(z)0(Z)T+ + V5)sc(Z- ) I Vz) (11)

(,'sc(z) 4 [N + n (z) - N (z)] (12)

where we have assumed parabolic host's conduction bands in eq.(1 1). In eq.(12) K is the static
dielectric constant of the heterostructure (assumed to be position-independent), Ndep is the volume

concentration of depletion charges, nj the areal concentration of electrons in the jth subband an
Nd+(z) the net volume concentration of donors located in the barrier. Under most circumstances

the details of the self consistent potential in the barrier do not affect the energy levels en very much.
On the other hand the background of depletion charges does affect the en by a few meV's and has
larger effects on excited subbands than on the ground one 27,28. There exists a variety of

techniques to solve eqs (11,12). In the example chosen below variational calculations 28 performed

in the Electric Quantum Limit have been used. Fig.(13) presents the dependence of the ground

subband E I(E 1 =c1 (kjl= 0)), upon the areal electron concentration ne for several GaAs-Ga(AI)As

single heterojunctions at T=0 K. A fixed acceptor background has been assumed in the calculations

31



~HH 1

0-

LH,

01 
5  

V / C 
H H

X r03

C 05

i (fIT 106cm
-
'

)

Fig. 1 : Lifting of the Kramers degeneracy of the valence

subbands in GaAs-Ga0 .7 A10 .3 As single quantum well (L =

100 A) tilted by an electric field applied parallel to the

growth axis (F=105V/cm). After reference [91.

(Ndep= 10 14 cm-3, which corresponds to an equivalent areal concentration Ndep 4.6x 1010 cm-2)
As previously mentionned Nde p affects the subband edge E2 more than El . This implies a

noticeable dependence of the critical electron concentration Nc above which E2 becomes populated

upon Ndep. This point is illustrated in fig.(14). E2 is calculated to become populated above

7-8x101 Icm -2 if Ndep= 4.6x1010cm- 2 in Ga0 .7 A10 .3 As single heterojunctions with a residual a

p-type doping in the GaAs channel. Notice that in quasi accumulation conditions (n type residual

doping) E2 is more readily populated. This feature may explain the frequent occurence of two

populated subbands in n InP-Ga 0 .4 7 In0 .5 3 As channels 2 9 .
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Fig. 12 :Schematic illustration of the modulation-doping

process.
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By using the self consistently determined E l (ne) one may solve the thermodynamical

equations to obtain the amount of transferred charges once the heterostructure design has been

specified. Such a charge transfer calculation is presented in fig. (15) for GaAs-Ga0 .7 AI0. 3 As

single heterojunctions 12. The charge transfer is significantly affected by the magnitude of the band

offset (Vs for electrons, Vp for holes) which, in turn, allows to determine the offsets by charge

transfer measurements. This method has been successfully used by Wang et a13 0 in p-type

GaAs-Ga(AI)As heterostructure to fit VP. A valence offset ratio Qv = AEv/AEg e .4 was thus

found, in marked disagreement with earlier measurements 3 1 . We remark in fig. (15) that a
conduction band offset ratio Qc= 1 -Qv= 0.6 also better interprets the electron transfer than the
previously accepted value of Qc=0.85.

Double heterostructures (quantum wells) or multiple quantum wells can also be
modulation-doped leading to mobility improvements. However, due impunity segregation near the
inverted GaAs-Ga(AI)As interface (binary grown on ternary) the electron mobility hardly exceeds

2xl0 5cm 2/Vs in modulation-doped quantum wells.

Since the quantum wells display size quantization even in the absence of free carriers, one
expects to find a cross over in the behaviour of the energy levels versus the quantum well thickness
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Fig. 16 : Quantum well thiclmess (L) dependences of the

ground electron state (E1) and the conduction band edge drop

(AV) between the two sides of the well in a one-side doped

Gal-xAlxAs-GaAs quantum well.

narrow quantum wells ( L 50 A) are dominated by their intrinsic quantization while thick ones (L
300 A) have a ground level which is more like those found in two isolated heterojunctions

(symmetrical doping) or a single one (one side doped wells). This trend is illustrated in fig.(16).

In n-type doped wells the holes move in the self-consistent band bending potential created by the

electrons and have their motions bound by the valence barriers. Thus, conventional optical probes

become available to measure the band-to-band transitions. It was found that the quantum well

bandgap rigidly shrinks with increasing carrier concentration 3 2 3 4 , a feature already observed in

bulk materials and attributable to exchange and correlation effects. We present in fig. (17) the

density dependence of the bandgap renormalization of 150 A thick GaAs-Ga(AI)As one-side

modulation-doped quantum well34 .
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V. ENERGY LEVELS IN QUASI UNI DIMENSIONAL SEMICONDUCTOR

.ETEROSTRUCTURES

The advances in fine scale lithography makes it possible to realize quasi uni-dimensional

heterostructures where the carrier motion is confined in two dimensions while it is free in the third
one3 5 -3 7 . Tremendous mobility improvements over the quasi bidimensional situation have been
predicted to occur if the carriers only occupy the ground one-dimensional subband 3 8 -40 . On the

other hand, it has also been predicted that all the quantum states in one dimension are localized by

any attractive potential. In this section we shall only discuss the salient features of the energy
levels4 1-44 in perfect quasi one-dimensional heterostructures and use the envelope function
approximation. Let us first notice that the effective Schr6dinger equation for a rectangular quantum
wire whose potential energy is written

2 L2

V(x,z) 2 Y x2 -  (13)

is non separable in x and z if Vb is finite, even if one adopts, as done in the following, the simplest
assumption of parabolic host's band with a position independent effective mass. Let us however

consider the case where Lx>>Lz which is the most common one (LzlOO A, L,100O A). Then it

is clear that the z size quantization is much more pronounced than the x one and, as a result, the
Schr6dinger equation becomes quasi separable. In fact let us write the eigenstates of the hamiltonian

as

(r) = exp (i ky y) X X (z) ct,(z) (14)

In eq.(14) the plane wave term takes care of the free motion along the wire axis, atn(x) are

unknown functions and Xn(z) are the eigenstates of a rectangular quantum well problem. We write
V(x,z) as the sum of a purely z dependent term and of a small W(x,z) contribution and we denote

by En tir eigenvalue associated with Xn. It is readily found that ocn(x) is the solution of the set of

equations.
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[ + Z+ E + < XnIW(x,z)l x,>] 4> im an(x) + < Xn IW(x,z) Xm > {am(x) = E a(x) (15)
M~n

If one neglects the off diagonal terms in n,m which amounts to assuming a strong size quantization

along the z axis the wavefunction factorizes and we have explicitly separated the x and z motions.

The eigenenergies are of the form

(ky) = E. + c + _ (16)nvv 2m*

where the v quantum number labels all the possible x motions associated with a given n. We remark

that the effective x potential explicitly depends on n. An example of calculated energy levels in

rectangular quantum wires is shown in fig.(18) in the decoupled approximation. As expected, each

z level carries a set of closely spaced levels related to the x motion. It may happen that a degeneracy

( env = Em i) takes place. This degeneracy is removed by the off-diagonal terms of eq.(15)

provided that the coupling term does not vanish. In the particular case of fig.(18) the x related levels

attached to E can cross those attached to E2 but should anticross those attached to E3 . This is due

to the evenness in z of the rectangular quantum wire potential energy. These anticrossings have

been calculated but are so small that they won't be easily visible on figure 18. In the actual case of a

quantum wire obtained by cutting and etching a one-dimensional quantum well and e.g. regrowing

barriers on top of the etched structure, it is likely that the wire will not be rectangular but will

display a sharp and a smooth edge (see fig. 19). The decoupling procedure will however apply with

V(x,z) = Vb [Y(- z) + Y(z - L) ] + Vb Y(z) Y(L z - z) Y [q(x,z) > 0] (17)

GaAs -Ga(At) As L z1OOA
X 0.2

200 _

vb

U,100

100 500 1000
L, (A)

Fig. 18 : Calculated F 6 --related states in a GaAs-

Ga0 .8A10. 2 As rectangular wire Lz=100 , in the decoupled

approximation.
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where w(x, z)= 0, z > 0 is the border line between the well-acting and barrier-acting material whose
extremum corresponds to z=L z. In the decoupled approximation the effective x dependent potential
will be given by

2
Veff (x) = Vb f Xn(z) dz Y [c(px,z) > 0] (18)

0

which in the case of a simple gaussian shape for the wire cross section (z=L z exp(-x 2/a2 )) leads
for n=l to

A 2 2 2 2 2 
2 2

Veff(x) = - V b {L(l-e ) + . cos (2kwLe- a ) sin [2kwLz(l-e-X x )] (19)
2w

where

=kw = E, A =X 1 ( ) (20)
h2

As easily checked Veff(x=0) vanishes while Veff(x-0) - Vb(1-Pb), where Pb is the integrated
probability of finding the carrier outside the [0 LzJ segment while in the E l state. One may also
imagine an array of parallel and identical wires. If the wires have a rectangular shape and if Lz<<
Lx one may use the decoupling procedure to find that the eigenenergies are of the form:

Iy

-vk q En + 2 +ev (qx) (21)

where -v (qx) are the eigenvalues of a one dimensional superlattice problem corresponding to the x
motion of an electron moving in the effective periodic potential

L

Vf f (X) = Vb (1 - Pb) Y (x-2)
Veff (x + d) = Veff (x) (22)

Veff(x) = Vff(- x)

(X,71: 0

0 x
Fig. 19 : Cross section of a quantum wire.
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where dx is the superlattice period along the x axis, qx the superlattice wavevector that can be

restricted to the first Brillouin zone [ -x/dx + ir/dx[ and
Lz

I - P f X (z) dz (23)
0

Thus one may calculate the bandwiths, wavefunctions in the same manner as done for one

dimensional quantum wells.
The decoupling procedure is well adapted to treat the quasi unidimensional subbands attached to
non degenerate extrema in the hosts Brillouin zone. The F8 - related valence subbands are more

complex. This was shown in section III for quasi bidimensional materials and is even more so if
one deals with quasi unidimensional heterolayers. The difficulty arises in both cases from the off
diagonal terms of the F8 hamiltonian. Thus, numerical diagonalization should be undertaken to
obtain the valence dispersion relations upon k Brum et al 43 first applied the decoupling
procedure to the F8 diagonal terms and on the basis spanned by the separable wavefunctions

diagonalized both the off diagonal terms of eq.(15) and the off diagonal elements of the F8 matrix.
The latters involve Px and ky. Thus, they induce band mixing effects ; i.e the eigensolutions are not

eigenstates of Jz" In contrast with quasi bi-dimensional heterolayers the band mixing effects do not
vanish at the onset of the ky subbands. This is because kx is never zero in quantum wires due to the
size quantization along the x direction. An example of calculated valence subbands is shown in

fig.(20) for a GaAs-Ga 0 .8AI0. 2 As single wire with Lz= 50 A and Lx= 200 A. The dashed lines
correspond to the valence subband in the wire. An analysis of the corresponding wavefunctions

show that, except for the ground subband in the vicinity of ky= 0, there exists a significant mixing

between the ± 3/2 and ±1/2 states.

The bound z and x motions in a single quantum wire lead to singularities in the density of

states. In fact, one readily finds:

p(E) = / ... I1 Y(E- Em- C ) (24)

This result recalls the density of states of bulk electrons in a quantizing magnetic field. In both cases
one deals with carrier motions which are free along one direction but bound in the two others.
The singularities at the onset of quasi unidimensional subbands will be rounded off by
imperfections. Nevertheless they will have a profound influence on the carrier transport. When the

Fermi level passes through each edge Em+En, the low temperature carrier mobility will display
sharp drops. In fact the mobility should vanish if p(e) is unbroadened as a result of intersubband
elastic scattering. This remark shows the necessity of achieving quantum wires in which the carrier
only occupy the ground subband if one wants to benefit of the predicted mobility enhancement.
For an array of weakly coupled parallel wires a tight binding analysis of the superlattice envelope

functions along the x direction leads to the dispersion relations:

%= E6 + Em + Sm- 2tmcosqxdx + -V (25)

3nmkq
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Fig. 20 : Valence dispersion relations of a rectangular

GaAs-Ga 0 .8 AI0. 2 As quantum wire with Lz=50 A and

Lx=200 A. After reference 143].

where sm and tm are the shifts and transfer integrals respectively. Let us express the energy in the
dimensionless form:

e = En + em + sm - 2tm + 2tm 11 (26)

Then, the density of states Pnm associated with the mth superlattice subband attached to the nth

bound state for the z motion is simply.

L L = Y .m* I dx 0 < 2 (27)
P n tX d x  Vo 2 tx - Cos (P

with

cos (p= 1- (28)
and

nt m dx 11 > 2 (29)
PnM = 7 2 d2t ft d F 0 - 1+71+cosx

In eqs (27,29) we have assumed that tin> 0. In the case of negative tm'S, which arises if one
hybridizes odd states of the x- dependent quantum wells, eqs(26-29) have to be modified
accordingly. Fig. (21) shows a plot of Pnm versus the dimensionless parameter 1. In the vicinity of
T1 = 0 one recognizes the staircase behaviour of two dimensional subbands while near T1 = 2 there is
a peak associated with a two dimensional saddle point : near 11 = 2, the carrier effective mass is
positive for the y motion but negative for the x motion. At large 11 one recovers the expected 11 -1/2

decrease.
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Fig. 21: Calculated density ef states of the lowest subband

of a periodic array of parallel and identical quantum wires.

The singularity occurs at the edge of the Brillouin zone.

Acknowledgment

I am indebted to the organizers of the course "Physics and Applications of Quantum Wells and

Superlattices" for the opportunity to participate. I am pleased to thank Drs J.M. Berroir, J.A.

Brum, C. Delalande, F. Gerbier, Y. Guldner, M.H. Meynadier, J. Orgonasi, P. Voisin and M.

Voos for their active participation to the work reported here and for their constant encouragements.

This work has been partly supported by the GRECO "Experimentations Numdriques". The Groupe

de Physique des Solides de 1'Ecole Normale Supdrieure is Laboratoire Associ au CNRS (LA 17).

References

1) L. Esaki and R.Tsu IBM J.Res. Dev. 14, 61 (1970).

2) M. Jaros in "The Physics and Fabrication of Microstructures and Microdevices" edited by M.J

Kelly and C. Weisbuch Springer Verlag Berlin (1986).

3) J.N. Schulman and Y.C. Chang Phys Rev B 31, 2056 (1985).

4) Y.C. Chang and J.N. Schulman J.Vac. Sci. Technol 2,1 540 (1982).

5) G.Bastard Phys Rev B 24, 5693 (1981) and B 25, 7584 (1982).

6) M. Altarelli Phys Rev B 2, 842 (1983).

7) S. White and L.J. Sham Phys Rev Lett 42, 879 (1981).

8) M.F.H. Schuurmans and G.W.'t Hooft Phys Rev B 31, 8041 (1985).

9) G. Bastard and J.A. Brum IEEE J. of Quant. Elect. Q E 2 1625 (1986).

10) M. Altarelli in "Heterojunctions and Semiconductor Superlattices" edited by G. Allan, G. Bastard

N.Boccara, M. Lannoo and M. Voos. Springer Verlag Berlin (1986).

11) G. Bastard in "Molecular Beam Epitaxy and Heterostructures" edited by L.L. Chang and K

Ploog NATO ASI Series E vol. 87. Martinus Nijhoff Dordrecht (1985) p 381.

12) G. Bastard and M. Voos "Wave Mechanics Applied to Semiconductor Heterostructures". Le!

Editions de Physique - Paris - (1987).

13) G.C. Osbourn- J. Vac. Sci. Technol B 1(2), 379 (1983).

40



14) P. Voisin in 'Two Dimensional Systems, Heterostnictures and Superlattices" edited by G.
Bauer, F. Kuchar and H. Heinrich Springer Series in Solid State Sciences 5, 192. Springer

Verlag Berlin (1984).

15) J.Y. Marzin ibidem reference 10) p. 16 1.
16) E.O. Kane J.Phys. Chem. Sol. 1, 249 (1957).
17) "Landblt-Bornstein Numerical Data and Functional Relationships in Science and Technology"

edited by 0. Madelung Group 111, .1L. Springer Verlag Berlin (1982).
18) G. Danan, A.M. Jean-Louis, F. Alexandre, B. Etienne, B. Jusserand, G. Le Roux, J.Y. Marzin,

F. Mollot, R. Planel, H. Savary and B. Sermage - Phys. Rev B (1987) in press.
19) P. Dawson, B.A. Wilson, C.W. Tu and R.C. Miller Appl. Phys. Lett. 41, 541 (1986).
20) D.J. Wolford, T.F. Kuech, J.A. Bradley, M.A. Gell, D. Ninno and M. Jaros J.Vac. Sci. Technol

B 4, 1043 (1986).
21) T.Ando J.Phys. Soc. Japan 54, 1528 (1985).
22) D.A. Broido and L.J. Sham Phys. Rev. B a,. 888 (1985).
23) E. Bangert and G. Landwehr Superl. and Microst. -1, 363 (1985).
24) U. Ekenberg and M. Altarelli Phys. Rev. B 3kl 3569 (1984).
25) R. Dingle, H.L. Stormer, A.C. Gossard and W. Wiegmann Appi. Phys. Lett. 31 665 (1978)
26) See e.g. F. Stem This volume.
27) Exchange and correlation effects have been included in very accurate energy level calculations: see

T. Ando, J. Phys Soc Japan I, 3893, (1982) and F. Stern and S. Das Sarma Phys Rev B 30,l
840 (1984) for GaAs-Ga(AI)As single heterojunctions.

28) G. Bastard Surf. Sci. 142, 284 (1984).
29) See e.g. Y. Guldner, J.P. Vieren, M. Voos, F. Delahaye, D. Dominguez, J.P. Hirtz and M.

Razeghi Phys Rev B 22_3990 (1986).
30) W. Wang, E.E. Mendez and F. Stem AppI. Phys. Lett. 45, 639 (1984).
31) R. Dingle in "Festlc6perprobleme XV" edited by H.J. Queisser. Pergamon Vieweg Braunschweig

p. 21 (1975).
32) A. Pinczuk, J.Shah, R.C. Miller, At.C. Gossard and W. Wiegmann Solid State Commun. 5Q, 735

(1984).

33) G. Trainkle, H. Leier, A. Forchel, H. Haug, C. Ell and G. Weimann Phys Rev Lett 5j, 419

(1987).
34) C. Delalande, J. Orgonasi, M. H. Meynadier, J.A. Brum, G. Bastard, G. Weimann and W.

Schlapp Solid State Commun 51, 613 (1986).
35) See e.g. W. Skocpol, L. D. Jackel, E. L. Hu, R. E. Howard and L. A. Fetter Phys Rev Lett 49

951 (1982).
36) See e.g. A.B. Fowler, A. Harstein and R.A. Webb Phys. Rev. Lett. !!a, 196 (1982).
37) J. Cibert, P. M. Petroff, G. J. Dolan, D. J. Werder, S. J. Pearton, A. C. Gossard and J. H.

English Superl. and Microst. (1987) in press.

38) H. Sakaki Jpn. I. App!. Phys. 192, L 735 (1980).
39) J. Lee and H. N. Spector J. AppI. Phys. 54, 3921 (1983).
40) G. Fishman Phys. Rev. B 3_, 2394 (1986).
4 1) S. E. Laux and F. Stern Appl. Phys. Lett. 42, 91 (1986).
42) W.Y. Lai and S. Das Sarma Phys. Rev. B fl, 8874 (1986).

41



43) L.A. Brum, G. Bastard, L. I. Chang and L. Esaki Superi. and Microst. (1987) in press.
44) J.A. Brum, G. Bastard, L. L. Chang and L. Esaki " 18 th International Conference on the Physic

of Semiconductors" Stockholm (1986).
45) 1. C. M. Hwang, A. Kastaisky, H.L. Stbrmer, and V.G. Keramidas - Appi. Phys. Lett. !4

802 (1984).
46) D.A. Kleinmann and R. C. Miller Phys. Rev. B 32, 2266 (1985).
47) Yia Chung Chang and G .D. Sanders Phys. Rev. B U2, 5521 (1985).
48) J.A. Brum, G. Bastard and C. Guillemot, Phys. Rev. B 3D, 905 (1984).

42



MOLECULAR BEAM EPITAXY OF ARTIFICIALLY LAYERED III-V SEMICONDUCTORS

ON AN ATOMIC SCALE
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D-7000 Stuttgart-80, FR-Germany

1. INTRODUCTION

In the past decade precisely controlled crystal growth techniques have

emerged, including molecular beam epitaxy (MBE) / 1 / and metalorganic chemi-

cal vapour deposition (MO CVD) / 2 / , which have created a variety of new

opportunities for the fabrication of artificially layered III-V semiconduc-

tor structures. High-quality superlattices (SL) comprised of thin layers

of, e.g., AlAs and GaAs have been prepared / 3, 4 / with the SL period ran-

ging from a value much larger than the underlying natural periodicity of the

lattice down to the width of a monolayer, where a monolayer is defined as

one layer of cations plus one layer of anions. The interfaces between these

epitaxial layers of different composition are used to confine electrons and/

or holes to two-dimensional (2D) motion (electrical and optical confinement).

Excitons play a more significant role in these quasi-2D systems than in the

corresponding bulk material / 5 / .

In this paper we first briefly review the fundamentals of molecular beam

epitaxy of III-V semiconductors using solid source materials / 6 / . We then

demonstrate the unique capability of MBE to engineer artificially layered

semiconductors on an atomic scale by discussing the optical properties of

all-binary AlAs/GaAs SL with periods ranging from a few tens of nanometer

down to the width of a monolayer.We show that the Kronig-Penney model fails

to describe the observed optical transition energies due to the indirect

nature of the AlAs barrier material. We have, therefore, to pay particular

attention to the influence of the indirect X and/or L minima of the AlAs

barriers on the conduction subband energies even for the larger-period

SL. On the other hand, even ultrathin AlAs barriers only a few monolayers
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thick have a significant influence on the excitonic properties of AlAs/GaAs

SL. The all-binary AlAs/GaAs short-period superlattices (SPS) with periods

below 10 nm are used as substitutes for the ternary Al xGa As alloy to im-x -x

prove the carrier confinement in GaAs quantum wells (QW). The ultrathin-layer

(AlAs) m(GaAs)n superlattices (UTLS) with (m, n) = 1, 2, 3 represent a new ar-

tificial semiconductor material with novel electronic properties. Finally, we

briefly discuss some aspects of MBE using metalorganic (gaseous) source mate-

rials. This technique has its merits in the simultaneous generation of con-

trolled phosphorus and arsenic beams for the reproducible growth of mixed

phosphide/arsenide compounds such as GaPy As 1y(Ga xIn x ) (Py As y), etc.

With the advent of gas-source MBE and MO MBE, also called CBE (chemical

beam epitaxy), the gap between the techniques of MBE and low-pressure MO CVD

has been closed.

2. FUNDAMENTALS AND CONTROL OF MBE PROCESSES

The unique capability of MBE to create a wide variety of mathematically

complex compositional and doping profiles in semiconductors arises from the

conceptual simplicity of the growth process / 6 / . The particular merits of

MBE are that thin films can be grown with precise control over thickness,

alloy composition, and doping level. In Fig. 1 we show schematically the

fundamentals for MBE growth of III-V semiconductors. The MBE process consists

of a co-evaporation of the constituent elements of the epitaxial layer (Al,

Ga, In, P, As, Sb) and dopants (mainly Si for n-type and Be for p-type doping)

onto a heated crystalline substrate where they react chemically under ultra-

Substrate Heater

S Rotating
RHEED Electron Gun GaAs Substrate

Fluorescent Screen

-.- MolecularBeam Fig. I Schematic illustra-

tion of MBE growth

Effusion Ceti 
Shutter

e rprocess for III-V

,h--AS A semiconductors

Si ...' Z . Be
n-ty e .. . . p-type

n G
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high vacuum (UHV) conditions. The composition of the layer and its doping

level depend on the relative arrival rate of the constituent elements which

in turn depend on the evaporation rate of the appropriate sources. Accurate-

ly controlled temperatures (to within + 0.10 at 1000OC) have thus a direct,

controllable effect upon the growth process. The group-III-elements are al-

ways supplied as monomers by evaporation from the respective liquid element

and have a unity sticking coefficient over most of the substrate temperature

rangesused for film growth (e.g. 500 - 650 0 C for GaAs). The group-V-elements,

on the other hand, can be supplied as tetramers (P4' As4, Sb4 ) by sublimation

from the respective solid element or as dimers (P2' As2' Sb 2 ) by dissociating

the tetrameric molecules in a two-zone furnace. The growth rate of typically

0.5 - 1.5 4m/hr is chosen low enough that migration of the impinging species

on the growing surface to the appropriate lattice sites is ensured without

incorporating crystalline defects. Simple mechanical shutters in front of

the evaporation sources are used to interrupt the beam fluxes to start and

stop deposition and doping. Due to the slow growth rate of 1 monolayer/s,

changes in composition and doping can thus be abrupt on an atomic scale.

The transmission electron (TEM) micrograph of a AlAs/GaAs superlattice dis-

played in Fig. 2 demonstrates that this independent and accurate control of

the individual beam sources allows the precise fabrication of artificially

layered semiconductor structures on an atomic scale.

The design of high-quality molecular beam sources fabricated from non-

reactive refractory materials is the most important requirement for success-

ful MBE growth. Precise temperature stability (+ 0.1 0 at 1000 C) and repro-

ducibility are essential. For accurate kinetic studies relevant to the growth

process, (equilibrium) Knudsen effusion cells with small orifice have been

used to produce collision-free thermal-energy beams of the constituent ele-

ments (Fig. 3a). The analytical formulae used to calculate the angular in-

tensity distribution of molecular beams emerging from Knudsen cells were

GaAs

AlAs

GaAs

I nm

Fig. 2 High-resolution lattice image of a AlAs/GaAs SL using [110] electron

beam incidence (the TEM was ta..en by H. Oppolzer, Siemens AG)
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summarized by Herman / 7 / . For practical film growth, nonequilibrium

(Langmuir-type) effusion cells of sufficient material capacity (10 - 100
-3

cm ) for reduced filling cycles are used (Fig. 3b). The crucibles made of

PBN without any lid are of either cylindrical or conical (tapered) shape,

and they have a length of about 5 - 10 times greater than their largest

diameter. Cylindrically shaped effusion cells may yield progressively grea-

ter nonuniformity in the films as the charge is depleted, due to some colli-

mating effect. To some extent this variation in uniformity from cell deple-

tion can be balanced by inclining the rotating substrate with respect to

the common central axis of the effusion cell assembly. Saito and Shibatomi

/ 8 / performed a systematic investigation of the dependence of the uni-

formity of the molecular beams across the substrate on the geometrical re-

lationship between the Langmuir-type effusion cells and the substrate. The

authors used conical crucibles having a taper ¢o and a diameter 2r of the

cell aperture, which are inclined at an angle to the normal of the conti-

nuously rotating substrate. The diameter of the uniform area on the substrate

was found to depend primarily on the distance between the substrate and the

effusion cell, the taper of the cell wall, and the diameter of the cell aper-

ture. The optimization of these parameters resulted in a reduction of the

thickness variation of GaAs and Al xGalx As layers to less than + 1% over

3-inch wafers / 9 / . The beam flux emerging from these nonequilibrium

effusion cells is monitored intermittantly using a movable ion gauge placed

in the substrate position. This procedure between growth runs is mainly

used to ensure reproducibility of fluxes, not to measure absolute magnitudes.

In the growth of III-V compounds and alloys, the choice of either

dimeric or tetrameric group-V-element species can have a significant
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influence on the film properties, due to the different surface chemistry

involved. There are three methods of producing P2 and As First, incon-

gruent evaporation of the binary III-V compounds yields dimeric molecules

/ 10 / . Second, the dimeric species are obtained by thermal decomposition

of gaseous PH3 or AsH 3 / 11, 12 / which, however, produces a large amount

of hydrogen in the UHV system. Third, dimers can be produced from the ele-

ments by using a two-zone effusion cell, in which a flux of tetramers is

formed conventionally and passed through an optically baffled high-tempe-

rature stage where complete conversion to P2 or As 2 occurs above 900 
0 C.

The design of two-zone effusion cells has been described by several authors

13 - 15 / .

Severe problems in the growth of heterojunctions of exact stoichiometry

may arise from the existence of transients in the beam flux intensity when

the shutter is opened or closed. The temperature of the melt in the cruci-

ble is affected by the radiation shielding provided by a closely spaced
mechanical beam shutter. Therefore, a flux transient lasting typically

I - 3 min occurs when the shutter is openedand the cell is establishing a

new equilibrium temperature. Several approaches have been proposed to reduce

or eliminate these flux transient, including the increase of the distance

between cell aperture and shutter to more than 3 cm / 16 / or the application

of a two-crucible configuration / 17 / . Elimination of the flux transients

is of particular importance for the growth of Al In As/Ga In As hetero-
x 1-x x 1-x

junctions lattice-matched to InP substrates.

The stoichiometry of most III-V semiconductors during MBE growth is

selfregulating as long as excess group-V-element molecules are impinging

on the growing surface. The excess group-V-species do not stick on the

heated substrate surface, and their condensation occurs only when group-

III-element adatoms are present on the surface / 18, 19 / . The growth

rate of the films is essentially determined by the arrival rates of the

group-III-elements. A good control of the composition of III-III-V alloys

can thus be achieved by supplying excess group-V-species and adjusting the

flux densities of the impinging group-III-beams, as long as the substrate

temperature is kept below the congruent evaporation limit of the less stable

of the constituent binary III-V compounds (e.g. GaAs in the case of Al xGa1_x

As) / 20 / . At higher growth temperatures, however, preferential desorp-

tion of the more volatile group-III-element (i.e. Ga from Al xGa1x As)

occurs so that the final film composition is not only determined by the

added flux ratios but also by the differences in the desorption rates.

To a first approximation we can estimate the loss rate of the group-III-
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elements from their vapour pressure data / 21 / . This assumption is rea-

sonable because the vapour pressure of the element over the compounds, i.e.

Ga over GaAs, is similar to the vapour pressure of the element over itself

/ 22 / . The results are summarized in Table 1. The surface of alloys grown

at high temperatures will thus be enriched in the less volatile group-III-

element. As a consequence, we expect a significant loss of In in Ga xInIx As

films grown above 550 0 C and a loss of Ga in Al xGalx As films grown above

650 °C, and an intermittant calibration based on measured film composition

is recommended for accurate adjustments of the effusion cell temperatures.

The growth of ternary III-V-V alloy films, like GaPy As 1 y, by MBE is more

complicated, because even at moderate substrate temperatures, the relative

amounts of the group-V-element incorporated into the growing film are not

simply proportional to their relative arrival rates / 23 / . The factors

controlling this incorporation behaviour are at present not well understood.

It is therefore difficult to obtain a reproducible composition control dur-

ing MBE growth of ternary III-V-V alloys. For ternary III-III-V alloys, on

the other hand, the simplicity of the MBE process allows composition control

from x = 0 to x = 1 in Al xGax As, Ga xIn-x As etc. with a precision of +0.001

and doping control, both n- and p-type, from the 10 14cm to the 1019 cm 3

range with a precision of a few percent. The accuracy is largely determined

by the care with which the growth rate and doping level was previously cali-

brated in test layers. Horikoshi et al. / 24 / have recently shown that high

quality GaAs and AlAs can be grown at a substrate temperature as low as 300

°C if Ga or Al and As4 are alternately supplied to the growing surface. In

an arsenic-free environment, which exists for a short period, the surface

migration of Ga and Al is strongly enhanced.

The purity of many MBE grown III-V semiconductors is limited by back-

ground acceptor impurities due to residual carbon. Larkins et al. / 25 /

have recently obtained unintentionally doped GaAs with an extremely low
13 -3

residual acceptor concentration of NA  2.4 x 10 cm . With a donor con-
= 114 -3 A

centration of ND = 1.5 x 10 cm they measured a Hall mobility of 1.6 x

105 cm 2/Vs at 77 K. These values indicate that the purity of GaAs grown by

TABLE 1 Approximate loss rate of group-III-elements in monolayer per
second estimated from vapour pressure data

Temperature ( C) Al Ga In

550 - 0.03
600 - o.3

650 - 0.06 1.4
700 0.4 8

750 0.05 2 30
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MBE now approaches that of GaAs grown by vapour phase epitaxy / 26 / . The

most common dopants used during MBE growth are Be for p-type and Si for

n-type doping. Be behaves as an almost ideal shallow acceptor in MBE grown
019 -3

III-V semiconductors for doping concentrations up to 2 x 10 cm / 27 / .

Each incident Be atom produces one ionized impurity species, providing an

acceptor level 29 meV above the valence band edge in GaAs. At doping concen-

19 -3
trations above 3 x 10 cm , however, the surface morphology and the lu-

minescence properties degrade / 28 / and the diffusion of Be is enhanced

/ 29, 30 / , when the samples are grown at substrate temperatures above

550 0C. Lowering of the substrate temperature to 500 0C makes feasible Be

acceptor concentrations up to 2 x 10 20cm n GaAs with perfect surface

morphology and reduced Be diffusion / 31 / .

The group-IV-element Si is primarily incorporated on Ga sites during

MBE growth under As-stabilized conditions, yielding n-type material of fair-

ly low compensation. The observed doping level is simply proportional to the

dopant arrival rate provided care is taken to reduce the H20 and CO level
019 -3

during growth. The upper limit of n = 1 x 10 cm for the free-electron

concentration in GaAs was originally attributed to the enhanced autocompen-

sation, i.e. the incorporation of Si on As sites and on interstitials / 32,

33 / . Recent investigations / 34 , 35 / indicate, however, that more probab-

ly nitrogen evolving from the PBN crucible containing Si and heated to about

1300 0C causes the compensating effect. This effect can be overcome by the

use of a very low growth rate of about 0.1 4m/hr / 34 / . Recently, Maguire

et al. / 36 / proposed that Si donors in GaAs are mainly compensated by

[Si-X] complexes, where X was assigned to Ga vacancy (VGa), to account for

the compensation often found in very heavily doped layers. The possibility

of Si migration during MBE growth of Al xGa1x As films at high substrate

temperatures and/or with high donor concentration has been the subject of

controverse discussions, because of its deleterious effects on the proper-

ties of selectively doped Al xGa 1 x As/GaAs heterostructures (see / 37 / and

references therein). Gonzales et al. / 37 / provided some evidence that

only at high doping concentrations (> 2 x 10 cm
- 3

) Si migration might

occur in Al xGax As films as the result of a concentration-dependent diffu-

sion process which is enhanced at high substrate temperatures. Finally, it

is important to note that the incorporation of Si atoms on either Ga or As

sites during MBE growth depends on the orientation of the GaAs substrate.

Wang et al. / 38 / found that in GaAs grown on (111)A, (211)A and (311)A

orientations the Si atoms predominantly occupy As sites and act as accept-

or, while they occupy Ga sites and act as donors on (001), (111)B, (211)B,

(311)B, (511)A, (511)B and higher-index orientations. Based on these results,
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Miller / 39 / and Nobuhara et al. / 40 / could grow a series of lateral

p-n junctions on graded steps of a (001) GaAs substrate surface.

In general MBE growth of III-V semiconductors is performed on (001)

oriented substrate slices about 300 - 500 Am thick. The preparation of the

growth face of the substrate from the polishing stage to the in-situ clean-

ing stage in the MBE system is of crucial importance for epitaxial growth

of ultrathin layers and heterostructures with high purity and crystal per-

fection and with accurately controlled interfaces on an atomic scale. The

substrate surface should be free of crystallographic defects and clean on

an atomic scale with less than 0.01 monolayer of impurities. Various clean-

ing methods have been described for GaAs and InP which are the most impor-

tant substrate materials for deposition of III-V semiconductors / 4, 6,

41 - 43 / . The first step always involves chemical etching, which leaves

the surface covered with some kind of a protective oxide. After insertion

in the MBE system this oxide is removed by heating. This heating must be

carried out in a beam of the group-V-element (arsenic or phosphorus).

Advanced MBE systems consist of three basic UHV building blocks (the

growth chamber, the sample preparation chamber, and the load-lock chamber)

which are separately pumped and interconnected via large diameter channels

and isolation valves. High-quality layered semiconductor structures require

background vacuums in the low 10- 11 Torr range to avoid incorporation of

impurities into the growing layers. Therefore, extensive LN2 cryoshrouds

are used around the substrate to achieve locally much lower background

pressures of condensible species. Until recently, most of substrate wafers

were soldered with liquid In (at 160 0C) to a Mo mounting plate / 41 / .

This practice provides good temperature uniformity due to the excellent

thermal sinking, and it is advantageous for irregularly shaped substrate

slices. However, the increasing demand for production oriented post-growth

processing of large-area GaAs wafers and the availability of large-diameter

(> 2 in.) GaAs substrates has fostered the development of In-free mounting

techniques. Technical details of direct-radiation substrate heaters have

been described by several authors / 44 - 47 / . Immediately after mounting

the Mo plate with the prepared substrate is inserted into the load-lock

chamber. The transfer between the chambers is made by trolleys and magneti-

cally coupled transfer mechanisms. In the growth chamber the Mo mounting

plate holding the substrate wafer is fixed by a bayonet joint to the Mo

heater block which is rigidly attached to a special manipulator. This

manipulator correctly positions the substrate wafer relative to the sources,

heats it to the required temperature, and rotates it azimuthally for optimum

film uniformity.
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The most important method to monitor in-situ surface crystallography

and kinetics during MBE growth is reflection high energy electron diffrac-

tion (RHEED) operated at 10 - 50 KeY in the small glancing angle reflection

mode. The diffraction pattern on the fluorescent screen contains information

from the topmost nanometer of the deposited material that can be related

to the topography and structure of the growing surface (Fig. 4). The spe-

cific surface reconstruction can be identified and correlated to the sur-

face stoichiometry which is an important growth parameter. In addition,

the temporal intensity oscillations observed in the features of the RHEED

pattern are used to study MBE growth dynamics and the formation of hetero-

interfaces in multilayered structures / 48, 49 / . The periodic intensity

oscillations in the specularly reflected beam of the RHEED pattern shown

in Fig. 5 provides direct evidence that MBE growth occurs predominantly

in a two-dimensional (2D) layer-by-layer growth mode. The period of the

intensity oscillations corresponds exactly to the time required to grow

a monolayer of GaAs (i.e. a complete layer of Ga plus a complete layer of

As), AlAs, or Al xGa1x As. To a first approximation we can assume that the

oscillation amplitude reaches its maximum when the monolayer is completed

(maximum reflection). Although the fundamental principles underlying the

damping of the amplitude of the oscillations are not completely understood,

the method is now widely used to monitor and to calibrate absolute growth

rates in real time with monolayer resolution.

The oscillatory nature of the RHEED intensities provides direct real-

time evidence of compositional effects and growth modes during interface

formation. As for the widely used Al xGaI As/GaAs heterointerface, the

sequence of layer growth is critical for compositional gradients and crys-

tal perfection, which in turn is important for optimizing 2D transport
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Fig. 5 RHEED intensity oscillations of the specular beam obtained in

[100] azimuth on (001) GaAs during growth of a AlAs/GaAs hetero-

structure.

properties. When the Al flux is switched at the maximum of the intensity

oscillations, the first period for the growth sequence from ternary alloy

to binary compound corresponds neither to the Al xGa 1 xAs growth rate nor

to the steady-state GaAs rate, but shows some intermediate value. For the

growth sequence from binary compound to ternary alloy or between the two

binaries an intermediate period does not exist. A possible explanation

for this phenomenon can be found in Lhe relative surface diffusion lengths

of the group-III-elements Al and Ga, which were estimated to be NA] _ 3.5

nm and X N 20 nm on (001) surfaces under typical MBE growth conditionsGa

/49 / . These differences in cation diffusion rates have striking conse-

quences on the nature of the interface. While a GaAs layer should be cover-

ed by smooth terraces of 20 nm average length between monolayer steps,

those on an Al xGa1x As layer would be only 3.5 nm apart. The important re-

sult of this qualitative estimate is that the GaAs/Al xGa1x As interface

is much smoother on an atomic scale than the inverted structure. Direct

experimental evidence for this distinct difference in binary-to-ternary

layer growth sequence is obtained from the high-resolution TEM investiga-

tions of Suzuki and Okamoto / 50 / . Their lattice image of a Al 0.2Ga .8As

/AlAs superlattice shows clearly that the heterointerface is abrupt to

within one atomic layer only when the ternary alloy is grown on the binary

compound but not for the inverse growth sequence. Since the nature of the

heterointerface is critical for optimising excitonic as well as transport

properties in quantum wells, various attempts have been made to minimize
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the interface roughness (or disorder) by modified MBE growth conditions.

The most successful modification is probably the method of growth inter-

ruption at each interface. Growth interruption allows the small terraces

to relax into larger terraces via diffusion of the surface atoms. This

reduces the step density and thus simultaneously enhances the RHEED £pecu-

lar beam intensity which can be used for real-time monitoring. The time

of closing both the A! and the Ga shutter (while the As shutter is left

open) depends on the actual growth condition. Values ranging from a few

seconds to several minutes have been reported / 51, 52 /

High-angle X-ray diffraction is a powerful nondestructive technique

for investigation of interface disorder effects in superlattices and multi

quantum well heterostructures, if a detailed analysis of the diffraction

curves is performed / 53, 54 / . As the lattice parameters and scattering

factors are subject to a one-dimensional (ID) modulation in growth direc-

tion, the diffraction patterns consist of satellite reflections located

symmetrically around the Bragg reflections, as shown in Fig. 6 for a AlAs/

GaAs superlattice. From the position of the satellite peaks the superlat-

tice periodicity can be deduced. Detailed information about thickness fluc-

tuations of the constituent layers, inhomogeneity of composition, and in-

terface quality can be extracted from the halfwidths and intensities of

the satellite peaks. The existence of interface disorder manifests itself

in an increase of the halfwidths and a decrease of the intensities of the

53



satellite peaks, shown in Fig. 6. During MBE growth of these two (AlAs)4 2

(GaAs)34 superlattices, the adjustment of the shutter motion at the transi-

tion from AlAs to GaAs and vice versa was changed in the two growth runs.

Sample A was grown with growth interruption at each AlAs/GaAs and GaAs/AlAs

interface, whereas sample B was grown continuously. While the positions of

all the diffraction peaks of sample A coincide with those of sample B, the

halfwidths of the satellite peaks from sample A are narrower and their re-

flected intensities are higher. A growth interuption of 10 s was sufficient

to smooth the growing surface which then provides sharp heterointerfdces.

When the heterojunctions are grown continuously, the monolayer roughness of

the growth surface leads to a disorder and thus broadening of the interface.

In X-ray diffraction this broadening manifests itself as a random variation

of the superlattice period of about one lattice constant (% 5.6 R) for

sample B. The quantitative evaluation of the interface quality by X-ray

diffraction becomes even more important if the lattice parameters of the

epilayer have to be matched to those of the substrate by appropriate choice

of the layer composition, as for Al .48Ino.52As/Gao.47Ino.5 3As superlattices

lattice-matched tc 1nP F uhqtrates / I, / .

3. ENGINEERING OF ARTIFICIALLY LAYERED III-V SEMICONDUCTORS

ON AN ATOMIC SCALE

In this section we demonstrate the capability of MBE to engineer arti-

ficially layered semiconductors on an atomic scale by discussing the opti-

cal properties of all-binary AlAs/GaAs SL with periods ranging from a few

tens of nanometer down to the width of a monolayer. In the AlAs/GaAs UTLS

the concept of artificially layered semiconductor structures is scaled

down to its ultimate physical limit normal to the crystal surface, as the

constituent layers have a spatial extent of less than the lattice constant

of the respective bulk material. We show that the indirect minima of the

AlAs barrier material have a significant influence on the excitonic proper-

ties of these superlattices.

3.1 AlAs/GaAs Short-Period Superlattices (SPS)

The research activities on AlAs/GaAs short-period superlattices (SPS)

were initiated by some detrimental structural, electrical, and optical pro-

perties of the ternary alloy Al xGa -xAs. First, the interface roughness

for growth of binary GaAs or AlAs on the ternary alloy mentioned before

yields inferior excitonic and transport properties. Second, the electrical

properties of n-type Al xGa1x As for 0.2 < x < 0.45 are controlled by a
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deep donor ("DX center") in addition to the hydrogen-like shallow donor due

to the peculiar band structure of the alloy / 56 - 58 / . Third, the X minimum

of the conduction band (CB)becomes the lowest one when x > 0.43 (at 4K), and

thus an indirect bandgapof the alloy results / 59 / . The all-binary AlAs/

GaAs short-period and ultrathin-layer superlattices are considered as possible

substitutes for the random ternary alloy in advanced device structures. In

addition, the electronic properties of these superlattices, which are in the

transition region between the extremes of quantum well behaviour for period

length > 8 nm (i.e. m, n > 15) and of a possible alloy-like behaviour of

monolayer superlattices, are not completely understood.
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Confinement layers composed of short-period superlattices A B withmn

5 < (m, n) < 10 play an important role for highly improved optical proper-

ties of GaAs, GaSb, and Ga .47In 53As quantum wells / 60 - 62/. In Fig. 7

we show schematically the real-space energy band diagram of a quantum well

confined by SPS barriers. Also indicated in this figure is the process of

carrier injection and vertical transport in the SPS towards the quantum well

and the process of radiative electron-hole recombination / 63 / . The SPS

barriers consist of all-binary AlAs/GaAs for GaAs quantum wells, of all-bi-

nary AISb/GaSb for GaSb quantum wells, and of all-ternary Al .48In 52As/

Ga0.47 In0.53As for Ga0.47 In0 .5 3As quantum wells lattice matched to InP. The

effective barrier height for carrier confinement in the quantum wells is ad-

justed by the appropriate choice of the layer thickness of the lower-gap

material in the SPS. The observed improvement of the optical properties of

SPS confined quantum wells is due (i) to a removal of substrate defects

by the SPS layer, (ii) to an amelioration of the interface between quantum

well and barrier, and (iii) to a modification of the 'ynamics of photoexci-

ted carriers in the SPS barrier. In particular for GaSb and for Gao. 4 7Ino.53

As quantum wells we have provided the first direct evidence for intrinsic

exciton recombination by application of SPS barriers / 61, 62 / . Detailed

studies of the dynamics of photoe)xcited carriers sinking into SPS confined

enlarged GaAs quantum well have clearly demonstrated an efficient vertical

transport of electrons and holes through the thin AlAs barriers of the SPS

/ 63 - 65 / . In addition, the recombination lifetime of photoexcited car-

iers in GaAs quantum wells is significantly improved by the application of

SPS barriers / 66 / .

The improved dynamics of injected carriers and their efficient trapping

by the enlarged well make the SPS confined quantum wells very attractive for

application in newly designed heterostructure lasers with separate superlat-

tice waveguide and superlattice barriers. In Fig. 8 we show schematically

how a grading of the effective band gap can be achieved by gradually chang-

ing the width of the GaAs wells in the SPS / 67 / . Recently, graded-index

waveguide separate-confinement heterostructure (GRIN-SCH) laser diodes with

a very low threshold current density have been fabricated / 68 / , where the

graded-index waveguide was constructed by all-binary AlAs/GaAs SPS with gra-

dually changed GaAs layer thicknesses (from 1.8 to 3.3 nm at eight intervals

of six periods with a constant AlAs barrier width of 1.9 nm). When n- or p-

doped SPS confinement layers are required, this can be achieved by selective-

ly doping the GaAs regions of the SPS / 69 /
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A distinct example for the removal of substrate defects by SPS buffer

layers and for the improvement of the interface between quantum well and

SPS barrier is given by a modified selectively doped Al xGa _xAs/GaAs hetero-

structure with high-mobility 2D electron gas (2DEG) which we have developed

recently / 70 / . A 10-period AlAs/GaAs SPS prevents propagation of dislo-

cations from the substrate so that the thickness of the active GaAs layer

containing the 2DEG can be reduced to 50 nm. The SPS confined narrow active

GaAs layer is of distinct importance for transistor operation, because the

electrons cannot escape too far from the 2D channel during pinch-off. This

implies a higher transconductance for the high electron mobility transistor

(HEMT). In addition, the growth time of the complete heterostructure is

reduced to less than 15 min. An additional 15 min for wafer exchange and heat

and cool time makes a total of 30 min throughput time per 2-in high-quality

heterostructure wafer grown by MBE. We have finally used AlAs/GaAs SPS in

one-sided selectively doped Al Ga As/AlAs/GaAs multi quantum well hetero-x l-x

structures which exhibit an enhanced electron mobility of 
more than 6 x 105

cm 2/V s at 4K with AlAs spacer as narrow as 4.5 nm / 71 /

3.2 Effect of Barrier Thickness on Optical Properties of

AlAs/GaAs Superlattices

When the barrier thickness L Bin Al xGa1x As/GaAs superlattices is re-

duced to below 3 nm, the wavefunctions of the GaAs wells couple through

the barriers and subbands of finite width parallel to the layer plane are

formed. At this transition from a multi quantum well heterostructure with

isolated GaAs wells to a real Esaki-Tsu superlattice the luminescence peak

energy should decrease for a constant well width Lz due to the broadening

of the subbands. We have recently found, however, that even for isolated

GaAs wells with thick barriers in AlAs/GaAs superlattices the barrier thick-

ness has an unexpected influence on the excitonic transitions / 72 / . In

Fig. 9 we show that for constant GaAs well widths of Lz = 10.2 nm and LZ

= 6.4 nm the excitonic peaks shift to higher energies and the splitting

between heavy- (E1h) and light-hole (E 1) free excitons becomes larger

when the AlAs barrier thickness is reduced from LB = 16 to LB = 2nm. The

same high-energy shift exists when 3 mole percent Al is added to the well.

This phenomenon is in contrast to the expectation from a simple coupling

between adjacent wells, and a conclusive explanation has noL yet been found.
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Fig. 9 Variation of luminescence peak-energy (left) and splitting between

E 1h and E11 free-exciton resonances (right) as a function of barrier

thickness in AlAs/GaAs superlattices for three series of samples

with constant well widths.

For interpretation we have to take into account the complex band structure

of GaAs quantum wells arising from (i) the valence band mixing, (ii) the

nonparabolicity of the conduction band, and (iii) the indirect nature of the

barrier material. For practical application it is important that our results

demonstrat the inadequacy of luminescence spectroscopy to determine the

well widths of superlattices accurately. For this purpose additional tech-

niques like double-crystal X-ray diffraction are required. We have used

this technique to determine the thickness of the constituent layers of the

three series of samples precisely, since the knowledge of the actual values

is crucial for interpretation of the luminescence data.

We have recently extended our investigation of modified excitonic fea-

tures in AlAs/GaAs SL particularly to the range of ultrathin AlAs barriers

/ 73 / . In Fig. 10 we show for 9.2 nm GaAs wells that blue-shifts of 6 meV
ex ex

for the E (heavy-hole) and of 8 meV for the E lh (light-hole) intersubband

transitions occur and that the I hh - I lh splitting increases from 12.7

meV to 16.4 meV when the barrier thickness LB is decreased. The faint 2 meV

decrease of the transition energy observed for the 1.3 nm AlAs barrier pro-

bably indicates the beginning of the well coupling. In addition, we observe
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a reduction of the oscillator strength (evaluated from the intensities of

the Eex and Elex peaks) of the 1 lh transition as compared to the 1 hh
1 hh Ellhpek

transitions for SL with thin barriers. In AlAs/GaAs SL with narrower wells

of Lz = 6.4 nm, where the confinement effect is larger, the observed blue-

shifts (8 meV) and the reduction of the relative oscillator strength are

even more pronounced.
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The important result of our investigation / 73 / is that quantum

confinement effects in AlAs/GaAs SL exist down to ultrathin barriers of

Lz = 1.3 nm by virtue of the indirect nature of the AlAs conduction band

(CB). In addition, the 2D eigen-states which are less confined in the quan-

tum well are more sensitive to a variation of the barrier thickness. We

explain these effects by means of the data shown in Fig. 11. In the limit

of ultrathin barriers, a strong discrepancy between the measured exciton

resonance energies and the calculated values Exists (the one-band Kronig-

Penney model considering the energies at the T-point was used for these

calculations). The variation of the confinement energy as a function of

barrier thickness is entirely different for the lowest electron, heavy-

hole, and light-hole subband,respectively. In particular for the heavy-

hole subband, the energy changes by only 1.5 meV in the range of 10 > LB

> I nm. The effective mass of the heavy-hole branch is "heavy" in the

GaAs well and also in the AlAs barrier, and therefore the wavefunction is

better confined to the well even with ultrathin barriers. The subband

energies of the light hole and of the "light" electron, on the other hand,
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associated with the lhh and 1lh intersubband transitions for two
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lated confinement energies of lowest conduction (E0 e),heav-hole
hh lhI

(E1 h), and light-hole (E1
h ) subbands as a function of L using

B
bulk effective mass parameters (right, for details of parameters

see Ref. 73).

depend strongly on the barrier thickness as they are Less localized in the

GaAs well. The subbands associated with "light" effective mass parameters

can thus be modified more easily by well coupling and/or band mixing. Tak-

ing into account the localized nature of the heavy-hole subband, the observ-

ed blue-shifts of 5 and 8 meV for the I hh exciton resonances are most pro-

bably associated with a modification of the conduction subband. The increas-

ing bLue-shift at higher confinement energies in the narrower wells indicatos

the importance of band mixing with the upper CB minima at the X and L point

in the AiAs barriers. The decrease of the oscillator strength of the lh

transitiun, on the other hand, is related to the nonparabolicity of the hole

-;ubbands originating from the transverse dispersion / -74 / .

Finally, we- have- grown a special configuration of A1As/GaAs SI, to il",."

th,- di revct ,'blE;,rvatfon of photoluminescence (PL) from conduction band st a

huving both :- and X-like character / 75 / . The actual structur(s, consist

of 30-period AIAs/GaAs SL with a few monolayer thick AlAs spik s at the

conter of the GaAs wells (see inset of Fig. 12) . For the wholk, set of sam-

plu; the well and barr ier Lhickness s are kept constant at valu(,s o f I,.
6
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9 nm and LB = 5 nm, respectively. Only the thickness 1B of the AlAs spike

at the center of each well is varied from sample to sample, with 1B = 0,

2, 4, 6, and 8 monolayers (ml). Inspection of the low-temperature (2K) PL
+

spectra in Fig. 12, obtained with the 2.335 eV line of a cw Kr ion laser,

clearly reveals a large shift of the main PL peak to higher energies even

for very narrow (2ml) AlAs spikes. In addition, an increase of the thick-

ness of the spikes results in the appearance of a sat of peaks regularly

distributed at intervals of the order of 20 meV, which scarcely evolve in

energy when 1 is further increased up to 8 ml.
B

The understanding of the observed PL spectra requires a careful des-

cription of the band structure of this specific SL configuration, taking

into account the indirect nature of AlAs with the minimum of the CB close

to the X-point. As a consequence of the SL potential along the (001) dir-c-

tion, for the CB at the F-point of the SL we have both a well spatially

centered on GaAs for F-like states and a well on AlAs for X-like states

(see inset of Fig. 12 at right). The states at these wells will coexist at

the F point of the SL. In order to describe all th se features properly,

we use a tight-binding Hamiltonian including spin-orbit interaction. A

1.80-- -
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Fig. 12 Low-temperature photoluminescence spectra of AlAs/GaAs SL with

different thickness 1 of AlAs spikes pla, d at the center of theB

GaAs wells (left), and measured (open circles ) and calculated

(dots) energies of luminescence transitions in AlAs/GaAs SL with

AlAs spikes of different thickness at the well center (right).

The large circles correspond to the most intense peaks.
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simple perturbative approach / 76 / gives us the SL eigen-states both spa-

tially and in terms of the bulk states of the constituent semiconductors.

The valence band offset is the only adjustable parameter which has been

taken to AEv = 0.67 eV to give the best agreement between theory and experi-

ment. The large open circles in Fig. 12 indicate the energy of the PL peaks

that dominate the spectrum at higher temperatures or at high excitation

levels, while small open circles represent transitions surviving only under

low temperature or low excitation. Large closed circles correspond to cal-

culated transitions which involve CB states concentrated on GaAs. These

states give the largest overlap between CB and VB, and are thus responsible

for the most intense peaks in the experiment. As far as the other PL peaks

are concerned, they are clearly connected with CB states originating from

X-like states in AlAs. Now a detailed explanation of the experimental re-

sults becomes possible. In the absence of any AlAs spike, the F-well is

a few tenths of an eV deeper than the X-well, so that the lowest CB state

of the SL originates from a GaAs F-like state. This state is responsible

for the only PL transition to the VB state concentrated on GaAs. The intro-

duction of the AlAs spike implies for the CB the appearance of a barrier

for GaAs F-like states and a well for AlAs X-like states. So, for a few

monolayers spike width, the CB GaAs F-like state shifts upwards in energy

crossing a set of AlAs X-like states. The main PL peak remains that origi-

nating from transitions between states concentrated on GaAs. At the same
IiI I
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X _L
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Z II1
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Fig. 13 X-ray diffraction pattern of (AlAs) m(GaAs) msuperlattices with

m = 1, 2, 3 obtained in the vicinity of the (002) and (004) Bragg

reflection.
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time, electrons transferred to AlAs X-like states cannot thermalize to

GaAs r-like states of the CB because the latter are higher in energy. There-

fore, those electrons in AlAs recombine with holes in GaAs giving a set of

less intense peaks in the PL spectra.

3.3 (AlAs) m(GaAs)m Ultrathin-Layer and Monolayer Superlattices

The investigations of ultrathin-layer (AlAs) m(GaAs) superlattices

(UTLS) and monolayer superlattices with m from 10 down to I were motivated

by the possibilities to shift the confined-particle states of the r, L and

X valleys of the conduction band (and also of r of the valence band) to

high enough energy to create radiative size-determined "direct-indirect"

transitions exceeding in energy the bulk direct-indirect transitions of the

ternary alloy Al xGa1x As at xc = 0.43 / 77 / . The recent progress in the

control of interface quality using RHEED intensity oscillation and growth

interruption has led to the successful growth of (AlAs) (GaAs) with m =m m
1, 2, 3, and 4 / 78, 79 / . Growth of these superlattices was achieved by

monitoring each deposited AlAs and GaAs monolayer from the RHEED oscillation

period, interrupting the g'oup-III-element flux at m = 1, 2, 3, or 4 and

allowing the RHEED intensity to recover almost to its initial value, and

then depositing the next layer. The well-ordered periodic layer-by-layer

arrangement of Al and Ga atoms on the appropriate lattice sites in [001]

Energy (eV)
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T-2K

(GaAs) 3 (AlAs)3

Fig. 14 Low-temperature photolumi-

nescence spectra obtained

(GaAs (AlAs)2  from (AlAs) (GaAs) super-

lattices with m = 1, 2, 3.

U
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direction manifests itself in the appearance of distinct satellite peaks

around the (002) and (004) reflections of the X-ray diffraction patterns

shown in Fig. 13. In these UTLS the electron states have lost their 2D
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character and become extended throughout the entire superlattice. The mix-

ing of different k-states due to zone folding effects can no longer be ne-

glected, and the electronic structure can therefore not be described by a

combination of the two constituent semiconductors in terms of the effective

mass theory. The calculations of the energy band structure of UTLS have to

be performed by treating the superlattice crystal as a whole / 80, 81 / .

In Fig. 14 we show the low-temperature PL spectra obtained from the three

prototype (AlAs) (GaAs) UTLS with m = 1, 2, and 3. The three spectra arem m

dominated by one sharp luminescence line which strongly shifts in energy

as a function of period length, i.e. of m. In Table 2 we summarize the

luminescence peak energies of the three superlattices. For comparison, we

have also included the peak energy obtained from the m = 4 superlattice

and the no-phonon (NP) line from the ternary Al xGalx As alloy. Although

all five sample configurations were prepared under similar MBE growth con-

ditions and have nearly the same average composition of Alo.5Gao.5 As, dis-

tinct differences exist in the peak position and in the line shape of the

observed luminescence. The important result is that, except for the ternary

alloy, the m = 3 superlattice exhibits the highest PL peak energy of all

(AlAs) (GaAs) UTLS. In particular the luminescence of the monolayer super-m m

lattice is shifted by 146 meV to lower energy as compared to the ternary

Al .52Ga .48As alloy. The observed dependence of the luminescence energy

on the period length, i.e. on m, is in contrast to previous results of

TABLE 2 Variation of PL peak energy as a function of period length

observed in (AlAs) (GaAs) UTLS at 2 K. For comparison, alsom m

the energy of the no-phonon luminescence detected in the ternary

Al xGax As alloy is included.

Superlattice Average Al Luminescence

configuration composition x peak energy (eV)

(AlAs) (GaAs) 0.51 1.9311 1

(AiAs)2 (GaAs) 2 0.51 1.968

(AlAs)3 (GaAs)3  0.49 2.033

(AlAs) (GaAs) 0.49 1.964
4 4

Al xGa -xAs alloy 0.52 2.077

Ishibashi et al. / 82 / , but it is in good agreement with recent theore-

tical calculations / 80, 81 / . Thtse results provide definite experimen-

64



tal evidence that the UTLS with m < 4 indeed represent a new artificial

semiconductor with novel electronic properties. A very intriguing feature

of the monolayer superlattice should be the absence of alloy scattering

which is dominant in the random ternary alloy / 83 / .

Finally, the question of the origin of the intense PL line in these

(AlAs) (GaAs) UTLS arises. To clarify the radiative recombination mecha-m m

nisms, we have studied the whole series of (AlAs) m(GaAs) SL with 70 > m

> I / 84 / . In this series an intermediate range of SL periods exists

between m = 6 and m = 15, which also include the SPS, where the lumines-

cence properties gradually change from the normal quantum well behaviour

for m > 15 to a behaviour characteristic for the dominating participation

of X-like states. This change of the luminescence properties is clearly

seen in the PL excitation spectra depicted in Fig. 15. The m = 15 SL ex-

hibits the expected heavy- and light-hole excitonic features and a Stokes

shift of less than 10 meV between Elh luminescence and E1h absorption. The

m = 3 UTLS, on the other hand, does not show any feature due to heavy- and

light-hole splitting in the excitation spectrum. Insteadwe observe a

threshold energy Eth similar to that of the indirect-gap ternary Al0.52

Ga .48As alloy. Consequently, the no-phonon excitonic PL transition in-

volves a heavy-hole confined at the F-point in the GaAs layer and an elec-

tron confined in the (001) X-valley in the adjacent AlAs layer. The

Elh T 2K

(GaAs) (AtAs) 15

(GaAs)8 (ALAs) 7  Fig. 15 Photoluminescence excitation

spectra of (AlAs) (GaAs)
c m m

( s Et G superlattices with 15 > m >.E ,.,AS)3 (ALAs) 3

E E3 and of ternary Al Ga As
9\ x 1-xrC alloy measured from the

0
oAIxGal-xAS

* detection energy at the main

E x=0.52 PL peak towards higher energy.

0 50 100 150

Energy (meV)
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threshold in the absorption process, however, is induced by a r-like direct

transition process. In the intermediate range of SL periods 6 < m < 15 the

holes are confined in the GaAs while the electrons reside in the indirect-

gap AlAs where they are confined to the well formed by the discontinuity of

the X-point band edges. The observed energy shift between photoluminescence

and absorption threshold thus corresponds directly to the energy separation

of the lowest direct (r-like) and indirect (X-like) conduction band levels

of the respective superlattice configuration.

4. MBE USING GASEOUS SOURCE MATERIALS

The replacement of solid source materials in conventional MBE by gase-

ous source materials was initiated by the search for a long-lasting arsenic

source / 11, 12 / and for a reproducible compositional control during growth

of ternary III-V-V alloys based on phosphorus and arsenic / 23 / . Thermal

cracking of the hydrides PH3 and AsH 3 at temperatures around 900 
0C produces

the dimers P2 and As2 as well as hydrogen. This so-called gas-source MBE,

where only the group-V-elements are replaced by their corresponding hydrides,
allows epitaxial growth of high-quality Ga .47In0.53As/InP and Ga xInx P yAs

1-y /InP heterostructures and superlattices with a high degree of control

/ 85, 86 / . An extension of this concept was then made by replacement of

the group-III-elements by metalorganic compounds, like Ga(CH 3 ), Ga(C 2H5 )3,

Al(CH3) 3 ' In(CH3)3 etc. In this so-called metalorganic (MO) MBE / 87 / or

chemical beam epitaxy (CBE) / 88 / the metalorganic flows mixed with hydro-

gen are combined outside the URV system to form a single beam impinging onto

the heated substrate for a good compositional uniformity. On the substrate

surface thermal pyrolysis of the metalorganic compounds takes place and in

an excess group-V-beam the compound is formed. Also this technique allows

reproducible growth of Gao.4 7Ino. 5 3As/InP and GaxIn 1 _xPyAs1 y/InP hetero-

junctions and superlattices of high quality / 87, 88 / .

Gas-source MBE and MO MBE close the gap between the techniques of MBE

and low-pressure MO CVD. These two recent developments have advantages for

the growth of phosphorus and arsenic containing III-V semiconductors. Al-

though a number of impressive results has been achieved, a detailed inves-

tigation of the incorporation behaviour of phosphorus and arsenic in III-

V-V-compounds is still lacking. In addition, a thorough comparison of the

properties of Al containing heterostructures and superlattices grown by

conventional MBE,gas source MBE or MOMBE would reveal the actual state of

the art of each of these techniques. Finally, the real challenge for both

gas-source MBE and MOMBE will be the replacement of the extremely toxic

AsH 3 by suitable safer alkyls of high purity.
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ABSTRACT

This review paper reports on growth by Molecular Beam Epitaxy and

characterization of Hgl_xNxTe-CdTe (N = Cd, Mn or Zn) superlattices and

Hgl_xCdxTe-HgTe heterojunctions with a special attention to the interdif-

fusion, the valence band offset between HgTe and CdTe and the Type III to

Type I transition in these superlattices.

I. INTRODUCTION

HgTe-CdTe superlattices have received a great deal of attention over

the last several years as a potential material for far-infrared detectors.

Since 1979 when this superlattice (SL) system was first proposed as a new

material for application in infrared optoelectronic devices,/1) significant

theoretical and experimental attention has been given to the study of this

new superlattice system. The interest in HgTe-CdTe SL is due to the fact

that it is a new structure involving a II-VI semiconductor and a II-VI

semimetal and that it appears to have great potential as a material for

infrared detectors.

Most of the studies have focused primarily on the determination of

the superlattice bandgap as a function of layer thicknesses and as a

function of temperature. Also, the description of the electronic and optical

properties at energies close to the fundamental gap has received much

attention. (2-4)

The growth of this novel superlattice was first reported in 1982 ( 5 )

and has subsequently been reported by several other groups.(
6 9 )

The first theoretical calculations using either the tight binding approxi-

mation with spin orbit splitting or the envelope function approximation(2)
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showed that the bandgap Eg of the SL did vary from 0 to 1.6V demonstrating

that it could possibly used as an infrared material. These first calculations

assumed that the valence band offset A = r8HgTe - r8CdT e was small or even

zero in agreement with the phenomenological common anion 
rule.

(1 0 )

Theoretical calculations predict a narrowing of the SL bandgap Eg

compared to the bandgap of the HglxCdxTe alloy with the same composition.

Also the SL bandgap is predicted to decrease as the thickness of the HgTe

layer (dl) in the superlattice increases. It has also been predicted that

in the far infrared the cutoff wavelength of the SL will be easier to control

than that of the corresponding alloy since dX/d(dl) of the SL should be

less than dX/dx of the alloy. (3) These three predictions have been confirmed

experimentally.( 1 1- 14 )  In the classification proposed for heterointer-

faces,( 1 5 ) the HgTe-CdTe SL appears to belong to a new class of superlattices

called Type III. This is due to the inverted band structure (r6 and r8 )

in the zero gap semiconductor HgTe as compared to those of CdTe, which is

a normal semiconductor [Fig. 1]. Thus, the r8 light-hole band in CdTe

1600-

CdTe re
50
->

{HgTeE 0 
h h

Ih

_256-

-300

Fig. 1. Band structure of bulk HgTe and CdTe. The lh, hh and e indices

refer to light holes, heavy holes and electron respectively.

becomes the conduction band in HgTe. When bulk states made of atomic

orbitals of the same symmetry but with effective masses of opposite signs

are used, the matching up of bulk states belonging to these bands has, as

a consequence, the existence of a quasi-interface state which could contribute

significantly to optical and transport properties. ( 16 )  Indeed, we have

shown that the interface states could be responsible for the high hole

mobilities prviously reported and not yet understood. (17,18)
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Since then, the theory has been refined, the growth is under better

control and more experimental data are available today. Nevertheless,

many questions are still to be answered.

In this paper recent developments concerning the growth and characte-

rization of Hg based II-VI superlattices will be presented with a special

emphasis on the Type Ill-Type I transition. In order to investigate the

high hole mobility problem Hgl_xCdxTe-CdTe, Hgl_xMnxTe-CdTe and Hgl_xZnxTe-

CdTe SLs have been grown and characterized by X-ray diffraction and magneto

transport experiments.

The thermal stability of the HgTe-CdTe interface has been investigated

through temperature-dependent in situ X-ray diffraction measurements and

the results on several samples will be reported.

A comparison between the experimental room temperature bandgap (Eg)

and the theoretical predictions from the envelope function approximation will

be presented. Also a few values of Eg are given at 2K and compared to

theoretical predictions. These data have been used to propose an experi-

mental equation relating room temperature cutoff wavelength (Xc) and HgTe

and CdTe layer thicknesses.

The value of the valence band discontinuity A between HgTe and CdTe

is presently disputed both theoretically and experimentally. XPS measurements

carried out on many single heterojunctions grown and characterized in situ

will be presented here.

II. GROWTH

HgTe-CdTe superlattices were grown for the first time on a CdTe (TTT)Te

substrate in a Riber 1000 MBE system. In our laboratory at the University

of Illinois, the growth experiments are currently carried out in a Riber

2300 MBE machine using three different effusion cells containing CdTe for

the growth of CdTe, Te and Hg for the growth of HgTe. We have shown that

on a CdTe substrate, the substrate temperature must be above 1800C in

order to grow high-quality superlattice crystals. (5) At this temperature,

the condensation coefficient for mercury is close to 10. - 3(19) This requires

a high mercury flux during the growth of HgTe. Nevertheless, the background

pressure during the growth is in the high 10- 7 torr range.

HgTe-CdTe superlattices have also been grown on Cd 0.96Zn 0.04Te(TTI)Te

substrates and on GaAs(100) substrates. ( 20 )  On GaAs(100), both (100)-

SL//(100)GaAs and (III)SL//(100)GaAs epitaxial relationships hate been

obtained. The orientation can be controlled by the preheating temperature

as previously reported. (21)

For CdTe(lll) grown on GaAs(100) we have recently reported that according

to selective etching, X-ray photoelectron spectroscopy and electron diff ract ion
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investigations, the orientation of the CdTe film is the (TYI)Te face.
(2 2 )

We have grown on both CdTe(TMI)//GaAs(100) and CdTe(l00//GaAs(lO0) substrates

and we have seen a difference in the mercury condensation coefficient.

This has already been reported for the growth of Hg Cd Te films on

substrates of different crystallographic orientations. (1 It turns out

that growing at 190*C on a (100) orientation requires about 4.4 times more

mercury than growing on a (TTT)Te orientation at the same temperature.

But in the (100) orientation no microtwinning due to the formation of

antiphase boundaries are observed which makes the growth more easy to

control than in the (TfI)B orientation.

In order to obtain high quality superlattices we use typical growth

rates of 3-As - I for HgTe and ls -  for CdTe. This represents the best

compromise between the low growth rate required for high crystal quality,

especially for CdTe which should be grown at a higher temperature than

180°C, and the duration of the growth, which should be as short as possible

in order to save mercury and to limit the interdiffusion process which

cannot be completely neglected between these interfaces (this will be

discussed later).

Compared to the growth of HgTe-CdTe SL that of Hgl_xCdxTe-CdTe SL

presents an additional difficulty since we have to control the ternary

alloy Hgl_xCdxTe instead of the binary compound HgTe. Furthermore, since

our goal is the study of the Type 111 - Type I transition, the composition

(x) of the alloy should be very well controlled. In order to have the

necessary flexibility for the composition x, a Cd cell plus a CdTe cell or

two CdTe cells are required. The growth of Hg1 x CdxTe by MBE has already
been discussed in numerous papers (24) and the growth of Hgl_,CdxTe/CdTe SLs

successfully achieved. (18)

Hgl_xMnxTe-CdTe SLs have been grown with x ranging from 0.02 to 0.12

on CdTe(TM-)//GaAs(100) substrates using three effusion cells containing Hg,

Mn and Te for the growth of the alloy and a CdTe cell for the growth of

CdTe. (25)

More recently Hgl_xZnxTe-CdTe SLs have been grown with x ranging from

0.02 to 0.15 on CdTe(TTT)//GaAs(100) substrates using three effusion cells

containing Hg, Te and ZnTe for the growth of the alloy and a CdTe cell for

the growth of CdTe.

The proof that these novel superlattice systems have successfully

been grown is attested to by X-ray diffraction, as illustrated in Fig. 2.

In addition to the Bragg peak one can see satellite peaks due to the new

periodicity. The periods of the SLs were measured from the position of

the SL satellite peaks as determined by X-ray. The method for determining

the period of a superlattice by X-ray diffraction is commonly used and has

been explained elsewhere. (2 6 ) The values of the HgTe layer thickness (d1 )
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and the CdTe layer thickness (d2 ) were then calculated using the Cd and Hg

concentrations measured by energy dispersive X-ray analysis (EDAY). In

order to prevent the Hg reevaporation from HgTe layers the Hg cell is left

open during the growth of CdTe layers. Thus a competition occurs between

Hg and Cd. The incorporation of Hg in the CdTe layer depends critically

upon several parameters such as the substrate temperature, the crystal

orientation and the growth rate. Measurements by secondary ion mass

spectroscopy (SIMS), wavelength dispersive spectroscopy (WDS), Raman

scattering and EDAX showed that for a thick CdTe film grown under the same

condition as we grow our superlattices, there was less than 5% Hg incorporated

into the film. Neglecting this small amount of Hg, the ratio of d2 to the

period is just the average Cd composition measured by EDAX. The error in

ignoring the Hg in the CdTe and the error in the EDAX measurement itself

could lead to errors in di and d2 of 7 to 8%. Nevertheless, it has been

shown recently that more mercury has to be incorporated in the CdTe layers

in order to explain the far infrared reflectivity spectra of several super-

lattices. (2 7 )  Thus the question is: does a thick film represent what

fraction of Hg is incorporated in a thin film? Experiments are currently

carried out in order to answer this question.

III. INTERDIFFUSION

A very important question for the application of this material to opto-

electronic device is the thermal stability of the HgTe-CdTe interface.

Because of the lower temperature used in MBE compared to other epitaxial

techniques such as LPE, OMCVD, or CSVPE, the diffusion processes are more

limited in MBE, but the magnitude of this interdiffusion has not yet been

fully determined.

To investigate the extent of this interdiffusion, we have carried out

temperature-dependent in situ X-ray diffraction measurements on several

HgTe-CdTe samples. The estimated interdiffusion constants D(T) are based

on the analysis of the X-ray of the nth satellite intensities as a function

of time for given temperatures T.

In I(t) -8 L( n ) 2 D(t-to) where L = dl +d2 is the periodicity
In I(t )

of the superlattice. ( 28 ) The interdiffusion measurements were carried out

using several different techniques to hold and heat the sample. These

heating methods called respectively radiative or conductive have been

described elsewhere.(29 ) From the slopes of the intensity of the first-

order satellite peak versus time we have calculated the interdiffusion

coefficients for five different samples annealed at 185°C which is the

usual growth temperature. The results reported in table I show a large
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variation for the diffusion constant calculated at 185*C. D for SL 13 is

fifty times higher than for SL 54. We think that part of this difference

may be due to the experimental method. Nevertheless a difference of about

an order of magnitude is observed for different superlattices measured by

the same heating technique. The various values obtained from different

Table 1. Results of in-situ Interdiffusion measurements on HgTe-CdTe

superlattices grown at 185°C in the (MT-)B orientation

Sample # # Periods Period HgTe CdTe Substrate Heating Diffusion

L(A) dl(A) d2 (A) method & D(185°C)

Environment (cm2s-

fordiffusion

SL13 250 15 97 60 GaAs radiative 3.0x10
- 1 8

helium

SL49 142 97 35 62 CdZnTe radiative 1.8xl0
- 1 8

helium

SL52 190 97 36 61 GaAs radiative 3.0x10-
1 9

helium

SL54 180 69 44 25 GaAs conductive 6.3xi0
- 2 0

mercury

SL48 170 94 42 52 CdTe conductive 7.0x10
- 2 0

helium

HgTe-CdTe superlattices to this date emphasize that some material specifi-

cations should be assessed before attributing too much importance to the

direction of the heat flow through the superlattice. These material

specifications can all contribute in many ways to the magnitude of the

diffusion coefficients. They are (i) the density of the vacancies; (ii)

the content and nature of the impurities; (iii) the density and type of

dislocations; (iv) the roughness of the heterojunctions; (v) the quality

of the superlattice which can be estimated by the number of satellite

peaks observed on each side of the control peak; (vi) the growth rate,

which might be related to vacancies, impurities and dislocations; and

(vii) the nature of the substrate and that of the ,,ffcr layer, as well as

the lattice mismatch between these two components of the superlattice.

Furthermore our results indicate that interdiffusion is concentration

dependent and thus the interpretations of these results will have to be

somewhat modified.
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It is important to point out that a diffusion constant D(185) in the
1-18

range of 3 x 10 - 3 x lu19 cm2s-I is consistent with extrapolation of

data obtained by a different group working on the interdiffusion in HgTe-

CdTe single junction.(
30 )

Despite this dispersion in the results it turns out that the thickness

of the intermixed layer caused by annealing at the growth temperature of

185°C, calculated from the relation 1 = 1t-, cannot be neglected for thick

superlattices required for IR detectors.

Despite these evidences, discussions about interdiffusion during the

growth kept on being heard, whether this phenomenon is present or not. In

order to answer this question we have grown two thick HgTe-CdTe SLs in the

(T)B orientation on GaAs(100) at 185*C. Table II shows the growth data

and the period computed from the 1.476A X-ray data. Three different

wavelengths, 0.709A, 1.282A and 1.476A were used to characterize these two

SLs. The absorption of the X-rays is used as a tool to probe various

Table 2. Characteristics of HgTe-CdTe superlattices grown on GaAs(100) in

the (TTuB orientation at 185°C

SL # # of period Period Duration of Thickness

(A) growth (Gm)

SL93 320 198 6h58 6.34

SL95 420 157 8h18 6.60

depths in the SL. Results are similar for both SLs. It is seen (Fig. 3)

that the softest wavelength (1.476A) produces the cleanest and the best

diffraction spectrum, emphasizing that the top of the SL has interfaces

much sharper than those near the interface with the buffer layer.
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Omega (degrees)

Fig. 3a.
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Fig. 3. Room temperature X-ray diffraction profile

aboLt the 222 reflection of SL95 X-ray

wavelength: (a) 0.709 A, (b) 1.282 A, (c)

1.476 A.

This indeed indicates that significant interdiffusion occurred during

the growth of these superlattices in agreement with in situ measurements

done on similar superlattices.

In-situ interdiffusion measurements on X-alloyed HglxXxTe/CdTe

superlattices (X = Cd and Mn for this study) reveal that superlattices

with x > 0 are more stable than HgTe/CdTe superlattices. (31) These alloyed

superlattices have, therefore, abetter chemical stability, hence longer device

lifetime than the non-alloyed ones, alowing for technological developments

to proceed. It is hypothesized that the differences between Fourier

components of the diffusion coefficients D(T) are due to Cd- and Mn-substi-

tutions which presumably slow down interstitial and vacancy motions.
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IV. SUPERLATTICE BANDGAPS

At low temperature, a precise determination of the SL band gap can be

obtained from far-infrared magneto-absorption experiments. (3 2 ,3 3 )  When a

strong magnetic field B is applied perpendicular to the SL layers, the

subbands are split into Landau levels. At low temperature (T - 4K), the

infrared transmission signal, recorded at fixed photon energies as a

function of B, presents pronounced minima which correspond to the resonant

interband magneto-optical transitions between the valence and conduction

Landau levels. The Landau level energies and, therefore, the interband

transitions energies, can be calculated in the framework of the envelope

function model.(2 ,34 ) Good agreement between theory and experiment is

obtained for A in the range (0-100 meV), taking into account the uncer-

tainties in the sample characteristics. The SL band gap is obtained by

extrapolating the energies of the observed transition to B = 0. Figure 4

shows the SL band gap deduced from such experiments in four different

samples at 2K. The solid lines in Figure 4 represent the theoretical

dependence Eg(dl) calculated for d2 = 20, 30 and 50A using A = 40 meV.
( 35 )

Experiments and theory are in very satisfying agreement, when A is small

and positive.

150- d2(A)
20 3050 T=2K

A= 40meV
38-20

100

Z 50- 77-38

00-36

0 7890-44

0 50 100 150 200
d' (4)

Fig. 4. Variation of the band gap of different hgTe-

CdTe superlattices at 2 K as a function of

the HgTe layer thickness (dl). The experimental

data are given by the solid dots; for each

sample, the first number corresponds to dl

and the second one to d2 which is the CdTe

layerthickness. The solid lines are theoretical

fits for three values of d2 .
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In order to determine the SL cutoff wavelength, infrared transmission

spectra were measured between 400 and 5000 cm-  at 300K. The absorption

coefficient (a) was calculated versus wavelength and the cutoff wavelength
-1

was defined to be the wavelength where m is equal to 1000 cm . The

absorption coefficient was obtained by taking the negative of the natural

logarithm of the transmission spectrum and then dividing by the thickness

of the SL. Even though the accuracy of this kind of determination is

questionable and the value of 1000 cm- for a is rather arbitrary, we have

found that the values of the cutoff determined in this way are in fairly

good agreement with those determined by photoconductivity threshold.
(3 6 )

The bandgap, in eV, is just 1.24 divided by the cutoff wavelength in Pm.

We do not mean to imply that this technique gives an absolute measure of

the bandgap. Rather, it gives a consistent, first order value. The

method is quite reproducible (within 5%) and quite simple. It is also quite

useful to determine SL's HgTe layer thickness.

We have previously found that this method is not very accurate for thin

suerlattices.(11) Nevertheless, these investigations confirm that the

bandgap of the SL is less than that of the equivalent alloy and that it

decreases as the HgTe layer thickness (dl) is increased, as illustrated in

Table 3.

The theoretical value of the SL bandgap is obtained from the SL band

structure at K = 0, calculated using the envelope function approxima-

tion. (2,34) The band structures of HgTe and CdTe near the r point are

described by the 6 x 6 Kane Hamiltonian taking into account r6 and r8 band

edges. The interaction with the higher bands is included up to the second

order and is described by the Luttinger parameters YI, Y2 = Y3 = Y (spherical

approximation), and K. In this calculation it is assumed that temperature

variation of Y1 , Y and K between 4 and 300 K arises essentially from the

variation of the interaction gap co between the r6 and rS band edges. For

a HgTe-CdTe superlattice, a system of differential equations is established

for the multi-components envelope function. The boundary conditions are

obtained by writing the continuity of the wave function at the interfaces

and by integrating the coupled differential equations across an interface.

Taking into account the superlattice periodicity, the dispersion relation

of the superlattice is obtained. From this, the superlattice bandgap as a

function of the HgTe and CdTe layer thicknesses can be found.
(2 '3 2 )

Figure 5 presents a comparison of the experimental and theoretical

bandgaps. The solid lines correspond to the calculated dependence Eg(dl)

for d2 = 10, 20, 30, 4 and 100 A at 300K. An offset A = 40 meV ( 35 )

between the HgTe and CdTe valence band edges is used in these calculations.
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Table 3. Characteristics of HgTe-CdTe superlattice grown in the (111)

orientation. The superlattice bandgaps are determined from room

temperature infrared transmission.

SL# HgTe CdTe SL COMPOSITION ALLOY

(A) (A) BANDGAP BANDGAP

(meV) (meV)

1 40 20 155 0.33 335

2 40 60 225 0.60 712

4 74 36 125 0.33 325

5 97 60 100 0.38 401

6 110 48 90 0.30 295

7 86 50 114 0.37 383

8 81 34 113 0.29 281

9 53 34 167 0.39 413

10 47 30 175 0.39 412

11 83 47 117 0.36 374

14 75 31 116 0.29 281

15 58 47 162 0.45 491

16 58 28 135 0.33 325

17 63 37 145 0.37 385

18 36 61 250 0.63 757

19 50 36 180 0.42 452

22 46 48 200 0.51 581

30 107 91 92 0.46 478

31 66 91 144 0.58 684

There is good agreement if one considers the uncertainties in the HgTe and

CdTe parameters used in the theoretical calculation and the uncertainties

in the experimental determination of the layer thickness. For the SLs with

d2 between 35 A and 60 A, an interesting trend can be seen. For the

larger values of dl, the experimental Eg is larger than the theoretical.

For the smaller values of dl, this is just reversed. This suggests some

sort of systematic discrepancy between the experimental data and the

theoretical predictions. A similar discrepancy was seen for bandgaps

determined by infrared photoluminescence. (3 7 ) For this reason, we believe

that this discrepancy between theory and experiment is not due to the

experimental technique.

This discrepancy suggests that the experimental data may have a different

functional form than the theoretically predicted one. To examine this
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Fig. 5. Variation of the band gap of different HgTe-CdTe

superlattices at 300 K as a function of the HgTe layer

thickness. The samples characteristics are listed in

Table II and the experimental data correspond to the

solid circles (17 9 d2 5 24), crosses (25 5 d2 ' 60).

The solid lines are theoretical fits for different

values of the CdTe layer thickness (d2 ).

problem more closely Xc has been plotted on Fig. 6 as a function of the

HgTe layer thickness dl, for SLs having a CdTe layer thickness (d2 ) greater

then 40A, along with the theoretical curve provided by Y. Guldner. Using

the technique described above to determine Xc, we have measured a value of

13.6pm for Xc of HgTe. We believe that this is the limit of the technique.

A least squares fit was performed on the data to determine the equation

of the relationship between Xc and d1 . Both linear and quadratic terms in

d i were included in the fit. The coefficient of the quadratic term was

found to be 4 orders of magnitude smaller than the coefficient of the

linear term. The resulting linear relation was:

Xc (pm) = 0.1184 d, (A) + 0.78

The solid line in Figure 6 corresponds to this equation. If the line is

extrapolated back to dl = 0, a value of Xc = 0.78pm is obtained. The Xc

of CdTe should be about 0.83pm. This is in reasonable agreement with the

value obtained by extrapolation of our equation. This linear relation

between the cutoff wavelength and the HgTe layer thickness is not predicted

by theory as it can be seen in Fig. 6.

Thus we found a difference between theory and experiment in the functional

form for the relationship between Xc and d i . This is true in spite of the
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Fig. 6. Cut-off wavelength of HgTe-CdTe superlattices

at room temperature as a function of the

HgTe layer thickness (d2 > 40 A). The

experimental data are given by the circles

and the solid line is the linear fit. The

dotted line is the theoretical curve calculated

by Y. Guldner.

fact that theoretical predictions and experimental measurements give about

the same value for the superlattice bandgap. The cause for the discrepancy

is not clear at this time.

Infrared photoluminescence of several HgTe-CdTe SLs have been measured

as a function of temperature from liquid helium to 300K. (37) The SLs were

grown on both GaAs and Cd 1 x ZnxTe substrates with HgTe layer thicknesses

ranging from 22A to 85A and CdTe layer thicknesses from 18A to 62A.

Photoluminescence peak positions were observed over the range from 3pm to

17pm (E - 0.4 to 0.07eV). For SLs with HgTe layers 60A to 85A thick it is

found that the photoluminescence4 peak positions as a function of temperature

agree fairly well with the predicted bandgap using a small value (0.04eV)

for A.

For superlattices with thinner HgTe layers (22A to 45A) the predicted

bandgaps were at higher energy than the photoluminescence peak positions.

It is possible to use the cutoff wavelengths determined by IR transmi-

ssion to go one step further in finding how Xc depends upon the layer

thicknesses.
(3 8 )  

This data can be used to determine an empirical formula

for Xc as a function of both di and d 2 . A least squares linear fit has

been performed on each of the sets of points with a similar value for d2.

The lines are shown in the Fig. 7. From these fits it is clear that the

intercept is approximately constant and is therefore independent of the

CdTe layer thickness. But the slope of the lines does depend upon d 2.
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Fig. 7. Variation of the cutoff wavelength of different

HgTe-CdTe superlattices at room temperature

as a function of the HgTe layer thickness.

The data is grouped by CdTe layer thitkness.

The lines are least squares linear fits of

each group of data.

The slopes can then be fit to some functional form. The resulting function

of dl and d 2 is

2
xc(pm) = [0.3666 exp(-O.0034d2 ) + 0.1181 dl + 0.78

V. VALENCE-BAND DISCONTINUITY

The band structure of HgTe-CdTe superlattices have been calculated by

using the LCAO or the envelope function models which give very similar

results. An important parameter, which determines most of the HgTe-CdTe

SL's properties, is the valence band discontinuity A between HgTe and

CdTe. The value of A is presently disputed.

Many models have been recently developed to calculatc the band discon-

tinuities. For heterojunctions between compounds having the same anion

such as tellurium it has been postulated from the phenomenological "common

anion rule"
(
1
0 ) 

that the valence band discontinuity A is small i.e.<0.lcV.

This prediction is supported by tight binding calculations.
( 39 )  

But

recent theoretical results, '-ased on the role of interface dipoles do not

support the common anion rule and predict a much larger value A = 0.5eV.
(4 0 )

Such a large value has also been calculated recently with a natural lining-

up without any dipole contribution: 0.26eV(41) and 0.36eV
(4 2 )
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The first experimental determination of A was obtained from far-infrared

magneto-optical experiments at T = 1.6K on a superlattice consisting of

100 periods of HgTe (180A) - CdTe (44A). The best agreement between

experiment and theory (done in the envelope function approximation) was

obtained for A = 40 meV.
(3 5 )

Since then, additional magneto-absorption experiments have been performed

on several other SLs and it has been constantly found that a small positive

offset A within the limits (0-100meV) provides the best fit.
( 3 3 )

Resonant Raman Scattering was applied recently to investigate electronic

properties of HgTe - CdTe SLs. From these experiments, it has been shown

that the F7 holes are confined in the CdTe layers which implies an upper

limit of 120 meV for A.

As we discussed before, IR photoluminescence measurements agree fairly

well with predicted bandgaps using a small value for A.

On the other hand, photoemission has been demonstrated to be most valuable

for providing direct and microscopic understanding of heterojunction band

discontinuities.
(4 4 )

Figure 8a illustrates schematically the principle for measuring A = AEv

at the interface between two semiconductors A and B with XPS. If 6Ev is

small (s 0.5 eV), as for the Te-based heterojunctions, a direct investigation
A B

of the valence-band edges, Ev and Ev, is unrealistic. Indirect measurement
Ainvolving core levels have to be used. By selecting two core levels, Ec

and EB  well resolved in energy and by measuring their energy difference
ci'

AEcl across the interface, AEv can be directly deduced according to the

following relation [see Fig. 8b].
(4 5 '4 6 )

A _A E () B B I
AEv(A-B) = AE c(A-B) + (El - E - (Ecl - Ev (1)

E cl- Ev, the binding-energy (BE) differences between the core level and

the top of the valence band for each semiconductor, are determined indepen-

dently on the bulk semiconductors. All information pertinent to the

interface in relation (1) are clearly contained in AE c(A-B).

A was measured recently by XPS and a large value A = 0.35 eV was ob-

tained. (4 5 )  This value was determined from a unique sample, grown in one

chamber and analyzed in another chamber after exposure to air.
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Commutativity holds if AEv(A/B) = AEv(B/A).

Semiconductor A: Semiconductor B:
Substrate Overlayer

X -RAYS

e (A)

eA

dz 5 -- 40

A

V &EV(B/IA)

EA EA EV
Ecl- v

B B
EA Ecl- E (B)

B
c EcI (B//AT ECI

Fig. 8. Principle of determining 6Ev = A with XPS.

(a) By irradiating with X-rays semiconductor

A covered by overlayer of semiconductor B,

XPS spectra of both semiconductors are

recorded if overlayer thickness is smaller

than electron escape depth. (b) Schematic

flat-band energy diagram illustrating relation

(M).

In order to clarify whether there is a discrepancy between optical and

XPS data and also in order to verify the commutativity rule not obtained

for the GaAs/AlAs system we have performed very careful XPS measurements

under well controlled conditions.

The investigated interfaces have been grown in situ by molecular-beam

epitaxy with a RIBER 2300 system. Epitaxy came out in the (111) orientation

with Te-rich face as controlled by reflection high-energy electron diffraction.

Linearity test as well as meaningful comparison with theo:-y requires

interfaces to be abrupt at the atomic scale. Thus the growth temperature

was maintained at 190C, a temperature known to give no interdiffusion
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across the interface when growth time is short. Moreover, the interface

abruptness is inferred from the exponential attenuation with overlayer

thickness of the substrate XPS peak.

The samples were directly transferred to the attached spectrometer,

at a pressure of 10- 10 Torr, without transiting through the air. No conta-

mination occurs, avoiding any cleaning procedure. The XPS spectrometer is

a SSX-100 model from Surface Science Laboratories using a monochromatized

and focussed Al, Ka excitation line. The overall energy resolution measured

on Au4f line at a binding energy of 83.93 eV is 0.7 eV. The core

levels selected in this work are the resolved spin-orbit components Cd4 d5/2'

Hg 5 d5  •

e nearly lattice-matched HgTe-CdTe(TTT)B heterojunctions have been

investigated here in great detail. Figure 9 shows the results for AEcl ,

the binding-energy difference between E and E , at differentCd4d5 1g5d5 I,-

overlayer thicknesses for the two reverse-gr oth orders. icl is found to

be independent of the overlayer coverage. Meanwhile the Fermi-level

position at the interface is varying by 0.2 eV with coverage. This lack

of sensitivity of AEv toward interface Fermi-level position, as previously

reported for GaAs-Ge, (4 7 ) provides the first hint of linearity, in suggesting

a AEv "pinning" by the alignment of some reference levels across the

heterojunction. Second, AEcl is identical for the two growth orders and

equal to 2.696 ± 0.030 eV. The experimental uncertaintly is given by the

standard deviation, 6, for the measurements.

2.9

ECdTe -E HgTe

2.8 Cd4ds,2 Hgsd5 / 2

w 0

2.7 eo o 0
0g 0

2.6
II I

10 20 30
THICKNESS OF HgTe (e) or CdTe (o) (A

Fig. 9. AEcl accross HgTe-CdTe interface as a function

of growth order and coverage (open oval,

CdTe over RgTe; filled oval HgTe over CdTe).

To obtain (E cl- Ev) used in relation(l), Ev is simply located by linear

extrapolation of the valence-band leading edge. This procedure is well

justified bv the close similarity of the band structure of the tellurides

near Ev [see Fig. 10]. It is quite accurate as shown by the 6 over numerous
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ECdTe _ _CdTe
measurements on independent samples: E Cd4d - = 10.145 .030 eV

Te HgTe 
5

and E Hg5d25/2 -Ev 7.805 ± 0.020 eV.

CdTe
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HgTe .,'
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BINDING ENERGY (eV)

Fig. 10. Linear extrapolation of valence-band leading

edge locates the same characteristic feature

of the bands taken as Ev . The spectra are

shifted to align Ev .

Then AEv = A derived for HgTe-CdTe is: 0.36 ± 0.05 eV. (4 8 ) This value

compares very closely with ref. 45. Hence the discrepancy of XPS with

magneto optical data is confirmed but not understood at the present time.

Magneto-optical data at 2K as well as the infrared transmission measurements

that we have performed at 300K cannot be interpreted by using such a large

valence band offset either in the envelope function model or in the LCAO

approach. In fact, most of the investigated SLs are calculated to be

semimetallic at 4K for A = 0.35eV which is not compatible with the magneto-

optical data. It should be pointed out that XPS measurements were carried

out at 300K on single and perfectly abrupt heterojunctions whereas magneto-

optical, RRS and IR photoluminescence are performed at low temperature on

multijunction structures where some interdiffusion cannot be completely

ruled out.

In addition, if an appreciable amount of mercury is incorporated during

the growth in the CdTe layers that could change the theoretical calculation

for Eg and hence the fitting parameter which is precisely the valence band

offset.

XPS measurements are currently undertaken in the laboratory on multi-

layered structures grown under the same conditions than superlattices in

order to shed some light on this discrepancy.

The present center of the theoretical debate on the understanding of

A is the role played by dipoles at the interface. The core level to valence

band maximum binding energy shifts have been measured by XPS for Hgl_
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xCdxTe alloys. (49) Due to small charge transfer and core level shifts,

these shifts are mainly due to valence band maximum shifts. We found that

the sum of the valence band shift for HgTe and CdTe in Hgl_xCdxTe is

constant for the entire range of the alloy composition x and equal to 0.35

eV. This value coincides exactly with the valence band discontinuity

measured for HgTe-CdTe heterojunction. Therefore we conclude that there

is no need for interface dipole to explain the large valence band offset

in agreement with another investigation performed on the alloy Hgo.7 Cd0 .3_

Te. (50)

VT. TRANSPORT PROPERTIES - TYPE III-TYPE I TRANSITION

One of the most interesting unanswered questions of HgTe-CdTe super-

lattices is the mobility enhancement in the p-type structures. Hole mobilities

have been reported as high as 30,000 cm2 /V.sec, but all are above 1,000

cm2 /V.sec. Mixing of light and heavy holes has been suggested for the

enhancement of the hole mobilities. (1 7 ) Several theoretical investigations

have been carried out to study this problem. The band structure calculation

has been refined using a multi-band tight binding model
(5 1 ) and the effect

of the lattice mismatch between the HgTe and CdTe has been investigated. (51,52)

These studies conclude that the light holes should not contribute to the

in-plane transport properties.

In order to investigate this interesting problem we have grown related

superlattice systems i.e., HglxCdxTe-CdTe, Hgl_xMnxTe-CdTe and Hg1 _xZnxTe-

CdTe. HgTe-CdTe is called a Type III superlattice because of the inverted

band structure of HgTe. In Hgl_xCdxTe-CdTe SL system at T = 77K when x is

smaller than 0.14 it is a type III SL. Whereas, when x is larger than

0.14 it is a Type I SL, similar to GaAs-AlGaAs SL, since HgCdTe is now a

semiconductor with both electrons and holes confined in the smaller bandgap

material [see Fig. 11].

This Type III - Type I transition is also expected to occur in Hgl_xMnxTe-

CdTe SLs for x - 0.07-0.08 and in Hg1 _xZnxTe - CdTe SLs for x - 0.10-0.12

(the effect of the strain has not been taken into account).

Near the transition, strain, valence band offset, alloy disorder, native

defects, compensation are the same in Type III and Type I superlattices.

The only difference is the existence of interface states in type III

SL but not in Type I SL.

In table 4 the Hall characterization of several SL samples is reported.

It is interesting to note that if for Hgl_xCdxTe/CdTe and Hgl_xZnxTe/CdTe

SL systems p type superlattices have been grown none of the HglxMnxTe-

CdTe SLs are p-type. This difference along with the continuous drop of

the electron mobility is not currently understood since n and p type Hg

xMnxTe layers have been grown by MBE with high electron hole mobilities.
( 5 1

90



TYPE 9 TYPE I

E-C2 Ng,_ Co- 
T

o EC2

Httu (SW) CdTo *i E CdT.

EMi
EVI A EVI ._. A _E. F2

EV2

CdT. N,. Cd To CdTo

Vr
(4QT6 V rv

F
so K so

Fig. 11. Band structure ofbulkHgTe, CdTe and Hgl_xCdxTe

illustrating Type III and Type I SL configura-

tion.
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Fig. 12. Hall mobility for holes in Hgl_xCdxTe-CdTe

and Hgl_xZnxTe-CdTe Type III and Type I SLs.

Table 4 and Fig. 12 show that the hole mobility drops drastically between

Type III and Type I. (More Hgl_xZnxTe-CdTe SLs should be investigated in

the Type I region since only one is reported). All these superlattices

have been grown in the (1ll)B orientation on GaAs(100) substrate. It has

been previously reported (1 3 ) that HgTe-CdTe SLs grown on GaAs exhibit lower
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p-type mobilities (PH - 103-104cm2V- s-I range) than those grown on CdTe

or CdZnTe (PH: 104-105cm2V-Is- I range). If the same tendency is observed

for Hgl_xCdxTe-CdTe SLs it is not the case for Hgl_xZnxTe-CdTe SLs since a

hole mobility as high as 2 x 104cm2Vl s-  is observed for sample #48688.

In this system a uniaxial compressional strain which exists in Hgl_xZnxTe

layers could play a role in the hole mobility by pushing up the light hole

band.

In comparison hole mobilities in Type I are in the 102-103cm2V-]s
- I

range, or even lower, which is the usual range for p type Hgl_xNxTe alloys.

Thus we are dealing with a hole mobility enhancement in Type III SLs and

not a hole mobility decrease in Type I SLs. This strongly suggests that

the mobility enhancement is related to the presence of the interface

states since it is the only change occuring during the transition. It is

not surprising that no sudden change in the electron mobility is observed

in n-type Hgl_xMnxTe-CdTe SLs since the interface states involved in the

transition have a light hole character and are not supposed to affect the

mobility of electrons.

Table 4. Characteristics of Hgl_xNxTe-CdTe (N = Cd, Mn or Zn) superlattices

grown at 190°C on CdTe(lll)/GaAs(100) substrates. The Hall

mobilities were measured at 30K except for sample No. 18124 which

was measured at 10K. D1 = Hgl_xNxTe layer thickness; D2 = CdTe

layer thickness; n = numbers of periods; x = Cd, Mn or Zn composition

in Hgl_xNxTe layers.

D1  D2  n PH

SL System Type Sample x (A) (A) (cm2V- s
- I)

III 18124 0 70 45 70 p-2.5x10
3

11 20539 0.01 82 34 120 p-1.8x,0
3

HglxCdxTe/ IV 20842 0.08 70 32 100 p-2.5xl0
3

CdTe I 20943 0.16 70 40 100 p-3.5x0 2

I 18929 0.23 48 22 90 p-l.3x0
2

I 18728 0.27 69 22 100 p-5 x 10

III 41880 0.04 168 22 100 n-2. x10
4

III 42281 0.05 69 26 105 n-l.5x0
4

Hgl_xMnxTe/ III 4169 0.07 86 14 100 n-5.6x10
3

CdTe 1 32064 0.09 76 40 150 n < 102

I 32266 0.13 66 46 150 n < 102
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III 47685 0.011 56 29 150 p-4.7x10
3

III 49092 0.038 109 37 150 p-3.6x10
3

I1 48187 0.064 170 p-5.4x10
3

III 48789 0.077 150 p-6.0x10
3

Hgl_xZnxTe/ 11 48991 0.082 150 p-7.6xl0
3

CdTe I1 47886 0.086 150 p-l.2x10
4

I1 48688 0.103 85 30 150 p-2.0x10
4

I 46982 0.120 150 p-6 x 10

Hole mobility enhancement has also been observed recently in p-type HgTe-

Hgl_xCdxTe single heterojunctions (54) where Hgl_xCdxTe is a p-type semicon-

ductor. This enhancement was expected since such heterojunction has a

Type III interface. The Hall mobility at about 30K of some p-type HgTe-

Hgl_xCdxTe heterojunctions and Hgl_xCdxTe alloys are shown in Table 5. The

heterojunctions which contain a thin layer of HgTe between the alloy and

the CdTe buffer layer exhibit higher mobilities than the epitaxial layers

grown without any HgTe layers.

Table 5. Mobilities of some HgTe-Hgl_xCdxTe heterojunctions and Hg_x Cd.Te

alloys at about 30 K.

Sample x dHgTe (A) PH(cm 2 /V sec)

1 0.20 80 1000

2 0.21 60 1000

3 0.20 70 1200

4 0.28 75 1800

5 0.30 85 1100

6 0.33 70 1200

7 0.20 0 560

8 0.25 0 400

9 0.30 0 400

We have made magneto-transport measurements on both Type III SIs and

heterojunctions in magnetic fields up to 22 tesla and temperatures as low

as 0.5K. Details have been published elsewhere. (5 5 ) The observation of

the Shubnikov-de Hass oscillatiuns in HgTe-CdTe SL (sample #SLI) and

Hg0 9 2 Cd0 .0 8 Te-CdTe (sample #20842) implies that the hole mobilities are

high. We have shown that carriers are in the HgTe or Hg1 _xCdxTe layers of

93



the superlattices. Our results determined under identical conditions at 5

tesla are m* = 0.30 and 0.36, respectively, for the two superlattices

which are consistent with heavy-hole effective masses in this ternary

alloy. Nevertheless, it should be pointed out that the effective mass of

holes might be lighter at lower magnetic field where Hall measurements are

performed. Indeed, a strong magnetic field dependence has been observed

on high hole mobility and from the SL band diagram ( 3 3 ) it can be seen that

the curvature of both the heavy hole and interface state bands change much

in K space.

The Quantized Hall Effect (QHE) has been observed in both Type Ill p-

type superlattices and heterojunctions, confirming the existence of 2D

hole gas at the interface. (56) Fig. 13 shows p and p for a HgTe-Hg0 7 2

Cd 0.28Te heterojunction at 0.5K. The first quantum oscillation for pxx is

observed at 0.7 tesla. Using the condition VHB = 104 required for observing

quantum oscillation one can deduce that PH - 1.4 x 104cm2V-ls-I i.e., one

order of magnitude larger than what we are measuring by conventional Hall.

This is giving credit to the existence of multi carriers in these structures.

The same phenomenon has been observed in Hg0 9 2Cd0 0 8 Te - CdTe SL. Hall

measurement indicates a hole mobility of less than 2 x 103cm 2V- s I at 0.5

tesla where the first quantum oscillation is observed indicating that PH

should be equal to 2 x 104 cm2V-Is -1 This mixed conduction could explain

the apparent difference in hole mobilities between SLs grown directly on CdTe

or CdZnTe substrates and those grown on GaAs.

500 60000

400 48000

300 36000
E
o 0

o200 24000

100 -2 12000

4 8 12 16 20 24

TESLA

Fig. 13. The pxx and p xy of a HgTe-Hgo.7 2 Cdo.2 8 Te

heterojunction at 0.5 K.

The CdTe buffer layer grown on GaAs could be responsible for this

difference. Charge transfer at the CdTe-HgCdTe interface involving deep

traps in the CdTe buffer layer has been observed recently.
( 5 7 )

Concerning the QHE reported in Fig. 13 if the Hall resistance at 2.1
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tesla corresponds to i = 2 then i = 1 should be at 4.2 tesla and i = 1/3

should be at 12.6 tesla. We observe the i = 1 Quantized Hall Plateau of

about 25.820 ohms between 4 tesla and 13 tesla. Our analysis concluded

that these features cannot be explained by sample inhomogeneity but could

be explained by a magnetic field dependence of the carrier concentration.
(5 6 )

VII. CONCLUSION

In this paper we have reported on very recent developments concerning

the growth and the characterization of Hgl_xCdxTe-Cdte SLs and related Hg

based superlattice systems.

These SLs are now currently grown on CdTe, CdZnTe or GaAs substrates.

The success of the epitaxial growth on the later substrate represents an

important opening due to the high crystal quality of GaAs, its availability

in large area and its interest for electronic devices. The only concern

with GaAs is its large mismatch with HgTe and CdTe which could generate,

even after growth of a buffer layer, some residual strain in the superla-

ttices.

The thermal stability of the HgTe-CdTe interface has been investigated

through temperature-dependent in situ X-ray diffraction measurements and,

despite the dispersion in the results, it turns out that the interdiffusion

cannot be neglected for thick superlattices grown at 1850C. This has been

confirmed by probing two thick superlattices grown on GaAs using three

different X-ray wavelengths. The softest wavelength produces the cleanest

and the best diffraction spectrum emphasizing that the top of the SL has

the sharpest interfaces.

A comparison between the experimental room temperature bandgaps and the

theoretical predictions from the envelope function approximation has been

presented. There is a good agreement when the valence band offset A is

taken equal to 40 meV. Nevertheless, a systematic discrepancy between the

experimental data and the theoretical predictions is observed suggesting

that the experimental data may have a different functional form than the

theoretically predicted one. We have presented an equation relating Xc

and dl for HgTe-CdTe SLs when d2 a 35A. Because the method of determining

Xc is rather simple, this equation makes it possible to determine dl

quickly and easily as long as d2 is greater than 35A. This is very useful

to anyone growing HgTe-CdTe superlattices, since in the absence of RHEED

oscillations it is difficult to know the layer thicknesses. This linear

relation was not predicted by theory. We have proposed an empirical

formula for Xc as a function of both dl and d2

2kc(pm) = [0.366 exp (-0.0034 d2 ) + 0.118]d, + 0.78
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The value of the valence band discontinuity A is presently disputed both

theoretically and experimentally. The phenomenological "common anion

rule" postulates that A is small, i.e. < 0.1 eV and this value is supported

by magnetooptics, Resonant Raman Scattering, IR photoluminescence and IR

transmission experiments. On the other hand, a much larger value of 0.5

eV has been calculated based on the role of interface dipoles. XPS experiments

carried out on single heterostructures HgTe/CdTe and CdTe/HgTe agree with

a large value of 0.36 eV for A.

But XPS carried out on Hgl_xCdxTe alloys have shown that there is no

need for interface dipole to explain the large valence band offset. The reason

of such a discrepancy in the value of A is still not clear eventhough

several hypothesis are currently under investigation.

The Type III - Type I transition has been investigated in p-type Hgl_

xCdxTe-CdTe and Hgl_xZnxTe-CdTe SLs. It is reported that the hole mobility

is drastically enhanced in Type III superlattices but also in Type III

heterojunctions. Such mobility enhancement which is not due to modulation

doping as in the GaAs-Ga 1-xAlxAs system is attributed to the presence of

interface states in Type III structures. A comparison between Hall data

and magneto transport measurement concerning the value of the hole mobility

indicates that multi carriers could participate to the transport properties

in these structures.

'The Quantized Hall Effect has been observed in these Type III hetero-

structures. The large Hall plateau seen between 4 tesla and 13 tesla in a

HgTe-Hgo.7 2Cdo. 2 8Te heterojunction could be explained by a magnetic field

dependence of the carrier concentration.

All these recent investigations confirm once again the specific and

fascinating character of these novel microstructures.
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INTRODUCTION

An increasingly important flexibility in the design and fabrica-

tion of many types of high performance electronic devices is obtained

by heterostructure or superlattice materials. Properties that cannot

be achieved in bulk materials are provided by quantum size effects or

by the artificial modulation of superlattice structures. Much of the

work on such structures was Derformed with lattice matched materials

(GaAs/GaAlAs and InP/InGaAsP). Both, scientific and industrial interest

is responsible for the extension of work to lattice mismatched materi-

als.

Scientific Motivation

A much wider range of alloys is allowed by preparation of mis-

matched material couples with electronic and optical properties not

available in unstrained structures. In crystals with the diamond, zinc-

blende, and wurtzite structures where each atom is surrounded tetrahed-

rally by four other atoms, characteristic radii /l/ can be assigned to

each atom such that the interatomic distance is the sum of the two

radii.

The covalent radii of the low atomic number elements B, C, N are

well below the radii of the other group 111, IV, V elements. But the

interatomic distances of the group IV elements andIll/V-compounds from

Z = 13 to Z = 51 are all within ± 10 %.
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Let's consider a thin film B with lattice constant aB on top of an

infinitely thicksubstrate A with lattice constant aA. The lattice mis-

match Io between film and substrate is given byaIo = (aB - aA)/aA.

The considerable strain can be used to modify material properties.

The band gap and the band offsets are influenced by stress. The stress 6

within a thin layer with biaxial strain E is given by

Table 1. Tetrahedral covalent radii (THR) for some group

III, IV, V elements /1, 2/ (atomic number Z)

Element B C N Al Si P

Z 5 6 7 13 14 15

THR (A) 0.88 0.77 0.70 1.26 1.17 1.10

Element Ga Ge As In Sn Sb

Z 31 32 33 49 50 51
0

THR (A) 1.26 1.22 1.19 1.44 1.40 1.38

The following table 2 gives numerical values fore'assuming a

strain of E= 0.01 (1 %)

Table 2: Stress O'for 1 % strain for some semiconductor
materials. The numerical values vary with
surface orientation because of anisotropy of

the material properties. Values are given for

(111) and (100) surfaces using elasticity
data given by /3/.

(111) surface (100) surface

GaAs 17.4 kbar 12.4 kbar

GaP 20.5 14.9
Si 22.9 18.0
Ge 18.4 14.2

2 2 -51Pa = 1N/m =10 dyn/cm =10 bar
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As shown by table 2 stress values up to more than 100 kbar can be

applied with lattice mismatch caused strains of up to 10 %. Strain
splitting of degenerate bands can be observed. The latter effect has

been realized in removing the valence band degeneracy in p-type InGaAs

and observation of carrier transport in the light hole band /4/. The
removement of conduction band degeneracy of indirect band gap semi-

conductors will be treated in more detail lateron.

conventional heterostructure
1C super lattice

size
perfection

Silicon price
substrate resources

environment

Fig. 1. Material concept for silicon based superlattice integrated

circuit (IC)

Industrial Motivation

The manufacturing of todays integrated circuits is dominated by

using silicon as a semiconductor material. One can speculate which ma-
terial system may compete with silicon on a broad manufacturing scale

when the progress of silicon technology saturates. In the following

sections arguments are given for such a future competing material sys-
tem consisting of a heterostructure superlattice monolithically inte-

grated with a conventional integrated circuit on top of a silicon sub-

strate (Fig, 1). The superlattice regions fom the high performance

core and high speed links between conventional parts of the IC.
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Choice of substrate material. Already in existing integrated circuits

the device function is confined to a thin surface layer. For bipolar

circuits and with increasing tendency also for CMOS-circuits this sur-

face layer is created by epitaxial techniques. The function of the sub-

strate itself is confined to give

- mechanical stability

- growth ordering information for the epitaxial layer

- electrical insulation

- thermal conductance for effective heat removal.

Silicon substrates offer properties superior to other semiconduc-

tor materials with regard to wafer size, crystal perfection, thermal

conductivity (table 3), handling, and price. The largeressources (sil-

icon is the 2nd most frequent element of earth's crust) and the envi-

ronmental harmlessness are additional factors favouring a broad usage.

But the realization of the structure given in Fig. 1 requires to over-

come general problems associated with mismatched heteroepitaxy.

Table 3: Thermal conductivity If at 300 K /5/. Compared

are the semiconductors Si and GaAs with diamond

(best heat conductor) and the metal Cu

Material Si GaAs diamond Cu

(W/mK) 145 46 2000 384

Combination of Conventional IC with Superlattice/Heterostructure Devices

Conventional integrated circuits (IC) have obtained an extremely

high complexity based on very low defect densities. On the other hand

man made semiconductors based on heterostructures/superlattices offer

improvement of the device performance itself. With the monolithic inte-

gration concept following fig. I peripheral and high complexity func-

tions are realized by conventional IC technique whereas high perform-

ance cores and interlinks are made with lattice mismatched heterostruc-

ture/superlattice devices. A possible fabrication process would start

with the conventionalIC (except metallization) defined ontop of the

silicon substrate at areas given by the chip architecture, then proceed

with the deposition (low temperature process) of the superlattice mate-

rial at the selected areas, and end with the common metallization pat-

tern for conventual IC part and superlattice part of the chip.

The challenge lies in the preparation of materials and in avoiding

unacceptable high densities of harmful defects.
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MISMATCH ACCOMODATION BY STRAIN OR MISFIT DISLOCATIONS

Nature knows two answers to accomodate lattice mismatched films

Fig. 2), namely elastic accomodation by strain and plastic accomodation

by misfit dislocations lying in the interface. Nature prefers elastic

accomodation for thin films uptoo critical thickness tc, whereas above

the critical thickness misfit dislocations are generated relaxing the

built in strain.

strain -- -- film misfit
dislocation

substrate
Fig. 2. Mismatch accomodation by strain (left) or misfit dislocations

(right)

As a guideline for understanding nature's preference for strained

layer epitaxy for a thickness below the critical thickness one can con-

sider thermodynamic equilibrium as was done by v.d. Merwe /6/.

Indeed, his theory predicts qualitatively correct the observed behaviour

by minimizing the total energy of the system.

However, the quantitative results of the equilibrium theory differ con-

siderably from the results obtained by molecular beam epitaxy (MBE).

This can most clearly be seen by a plot of the critical thickness tc

versus lattice mismatch 4, (Fig. 3). Unfortunately the reader of recent

literature may be confused by theory (v.d. Merwe)-curves covering a ra-

ther broad range /7, 8/. This is caused by various approximations given

by v.d. Merwe and also simply by misprinting. We strongly recommend the

use of one data set /9/ which is based on a careful analysis of the ap-

proximations valid for SiGe /8/. Most probably kinetic limitations (nu-

cleation and glide) cause the deviations of experiments from theory.
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Tetragonal Distortion

Consider a cubic lattice cell which is in plane strained (x, y) by

the elastic film stress . The in plane strain

a = Ix =9y (2)

causes a perpendicular strain L z which is given by

Sz/6 = - 2V/(I-V) (3)

(9Poisson's number,ME modulus of elasticity)

EXPERIMENT
1000 MBE-750C MBE - 550"C

HEORY

10XX0.25 X

Si j-x Gex /Si I

1\
101 0.01

Fig. 3. Critical thickness tc versus lattice mismatch o. Comparison of

equilibrium theory with MBE-experiments /11/

The strains distort the cubic lattice cell to a tetragonal cell as

can be measured e.g. by X-ray diffractometry (Fig. 4). Both the lattice

spacing d as well as the inclination i of lattice planes are changed by

the tetragonal distortion. Fig. 4 give examples of the changes in lat-

tice spacing and inclination; A d and A i, respectively. The following

table gives numerical values for the modulus of elasticity and for

Poisson's number derived from anisotropic elasticity theory /3/.

106



Table 4: Elasticity properties for fo01 surfaces of

semiconductor materials /3/.

ME /(1-V) V

GaAs 1.239 0.312

GaP 1.488 0.305 ME in units of

Si 1.805 0.279 1011 Pa

Ge 1.420 0.270 (S 1012 dyn/cm
2)

- 0.00075

0.03 - °/E: 10 "  " 0.00050

0.00025

0.02 0

-0.00025 ,

-0.00050

-0.00075
030 60 90

Fig. 4. Tetragonal distortion of the cubic lattice cell by a stress

= 10-3M E ("Emodulus of elasticity). Relative change of inter-

planarspacingAd/d and changeai of inclination versus inclina-

tion i of lattice planes. Inset: Scheme of X-ray diffractomet-

ric measurement of lattice planes.

The strained crystal stores elastic energy the density E of which

is given for an isotropic crystal by

E = 2p 1+ 2 (4)

with shear modulus P

2(1+) (5)
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The areal energy Eh of an homogeneously strained film of thickness

t is then given by

Eh = E x t (6)

Note that a uniform, thin film on a thick substrate is always

nearly homogeneously strained in z-axis. Small deviations from homoge-

neous strain are caused by the strain induced curvature k of the film/

substrate couple. The curvature k(reciprocal of curvature radius R) is

given by

k t (7)

if t &t s and equal elastic constants of film and substrate (ts thick-

ness of substrate) are assumed. By the curvature the substrate is also

stressed leading to a neutral plane at a distance t s/3 from the back-

side of the substrate, a stress of the same sign as the film stress at

the backside and a reversely signed stress O.(o) at the substrate sur-

face

O's (0) = - 74 7.L (8)
ts

The film stress is lowered by the amount of f s at the interface,

but increases very slightly with distance z from the interface. The

variation of strain along the z-axis of a uniform film of 1 pm thick-

ness on top of a 250 pm thick substrate is about 10-4  and can there-

fore )e neglected for all practical purposes.

Dislocations

Before treating misfit dislocations itself let's summarize some

general properties of dislocations. This chapter can be omitted by

readers familiar with dislocation properties. For more details the

reader is referred to monographs /10/ about this topic.

Dislocations are line defects the displacement field of which is

defined by their Burgers vector b (Fig. 5). The displacement disconti-

nuity, which the Burgers vector measures, remains constant along a

given dislocation line. The principle of conservation of the Burgers

vector is a general one, and from it follows that a dislocation

cannot end inside a crystal. It must end at a surface, form a closed
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loop or meet other dislocations. A point at which dislocation lines

meet is called a node. The conservation of the Burgers vector in this

case can be stated in the following way. If the directions of all the

dislocation lines are taken to run out from the node, then the sum of

the Burgers vectors of all the dislocations is zero. This is the dis-

location analogue of Kirchhoff's law of the conservation of electric

current in a network of conductors.

1 2 1 2
0--0--0--0--0 0-0--0-0--0

00 0 00 00 00 0

0 0 000 0 0 & 0 0

F 3 S F 3

Fig. 5. Burgers circuits in a real crystal (left) and a perfect refer-

ence crystal (right). The Burgers vector b defines the dis-

placement field of a dislocation.

In general, a dislocation may lie at any angle to its Burgers

vector or may be curved. A length of dislocation which lies normal to

its Burgers vector is called edge dislocation, one which lies parallel

to its Burgers vector is called a screw dislocation. A dislocation is

referred as mixed if it has both edge and screw components.

Dislocation line element and Burgers vector define a slip plane.

Dislocation motion in this slip plane is called glide. Dislocation mo-

tion outside the slip plane is called climb. When a dislocation glides,

there is no problem of acquiring or disposing of extra atoms. Climb can

be accomplished by adding or removing atoms. Therefore a dislocation

will be able to glide much more quickly than it can climb. So a dislo-

cation loop lying in its own glide plane can expand easily under the

action of forces. Loops with Burgers vectors outside the loop plane are

called prismatic loops because they could be produced by prismatic

punching, in which case its structure corresponds to apenny-shaped disc

of extra atoms in the plane of the loop.
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Gliding is much the easiest for one type of crystallographic plane

sothat slip is effectively confined to this plane. For diamond type lat-

tices the slip plane is of the t111, type, which contains 4 individual

planes. The Burgers vector is of the 1/2<110: type, which contains 12

individual directions. Frequently the line direction of undisturbed

dislocations is also of the -110)type creating "600-dislocations"

with a 60 0 angle between line direction and Burgers vector, e.g. for

the (111) slip plane LiTOl and 1/2 [01T] as line direction and Bur-

gers vector, respectively.

A free dislocation will move under the action of an applied stress

field. Dislocations with opposite Burgers vector move in opposite di-

rections. The dislocation will bend if it is pinned at a point, e.g. by

a node or by an obstacle like an inclusion or by a line segment which

is cross slipped. Cross slip means that a screw segment is glided off

its original slip plane. Such pinning points are necessary for the op-

eration of multiplication sources. A simple mechanism by which dislo-

cations can multiply was suggested by Frank and Read. Its operation re-

quires only that a dislocation in a slip plane be pinned at two points

/10/. The Frank-Read sources and similar source types can generate any

number of expanding loops under the action of sufficiently high stress

fields.

The crystal lattice is distorted around a dislocation. The rather

far reaching strain field is proportional to the length of the Burgers

vector b. It fades away with the reciprocal distance r from the dislo-

cation. A considerable amount of strain energy is stored in the elas-

tically distorted region around a dislocation line. The strain energy

Eds of a single dislocation is given for an isotropic medium by

Eds :- 1 2  In (R/r.) (9)

for a screw dislocation, and by

E b2 In ( R (10)Eds = 49(1-V)r

for an edge dislocation.

(R range of the strain field, ri inner cut off radius for the dislo-

cation core).
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The difficulty in applying these equations is that the strain en-

ergy increases without limit as R increases or ri decreases. Somewhat

arbitrary cut off radii for the strain field range and the core have to

be chosen to overcome this difficulty. In practice the outer dimension

of the crystal or half the distance to the next dislocation are chosen

as range R of the dislocation, and values near Burgers vector amount

are chosen for the inner cut off radius ri.

Equilibrium Theory for Misfit Dislocations

On one side the mismatched film can accomodate by strain (tetrag-

onal distortion), on the other side the film can accomodate by forma-

tion of a misfit dislocation network at the interface substrate/film.

Let's simply consider a (001) surface with a network of misfit disloca-

tions lying in the interface. From the fourfold symmetry of this sur-

face an orthogonal network of misfit dislocations is required, e.g.

L110 and (170] directions, respectively. For the threefold (111) sur-

face a network with three different dislocation directions, e.g. iTol,
ioTI,[o1] would be required. The perfect misfit dislocation is of the

edge type, although edge dislocations require more energy than screw

dislocations for their generation (equ. 9, 10). Screw dislocations will

rotate the filmagainstthe substrate. Consider the effect of a parallel

array of edge dislocations a distance p apart from another. Line di-

rection and Burgers vector should lie in the interface as in Fig. 2. The

parallel array accomodates a mismatch equal to b/p. The relation be-

tween mismatch Io, film strain 9 and dislocation distance p is given by

/8/

+ b/p (11)

(b length of Burgers vector, sign of b is the same as sign oflo)

A complete accomodation of mismatch by perfect misfit dislocations

would require a network with spacing p

p = bl4 o (12)

8=0
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V.d. Merwe /6/ calculated the energy Ed of a perfect misfit dislocation

network and the total energy Etot of a film partly accomodated by

strain and partly accomodated by misfit dislocations. The general equa-

tion (10) is also valid for a misfit dislocation. For the range R of

the strain field the assumption was made that for very thin films R

approaches twice the thickness t of the film, whereas for very thick

films R approaches half the distance p. For medium values of t a smooth

interpolation formula was given

R = p/2 for t ) p/2 (13)

R = 2t/(1 + 4t2/p2) for t- p/2

The inner cut off radius r. calculated for a Peierls type dislocation

core /6/ is given for a (001) interface in the diamond lattice /9/ by

r i = b (1"/2".t (1-V)) (14)

(,base of natural logarithm).

The energy Ed per unit area of an orthogonal network is given by

Ed = 2 Eds/p (15)

The total energy Etot per unit area is given by

Etot = Eh + Ed (16)

using equ. (4-6, 10, 13-15) for calculating Eh and Ed.

V.d. Merwe assumed that the equilibrium state is given by the minimum

of the energy Etot thus neglecting entropy terms.

9E ttEh 2 u Eds
= 0 = - b + 2 Ed 2 +-E-  s (17)7757 'asds 'V 7 T107/

Using equ. (6, 10, 13, 14) we obtain

I E h 1+VP
- b = 41 7b x t I(b/p)-Io] (18)

2 Eds = i2  In (R/ri)
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2 E Eds __b
2

2 '- = b - 2r for t>p/2

: - lb2  (t/p)2  for t< p/2

2 (-Y) 1+4(t/p)
z

Very thin layers up to a critical thickness tc grow without misfit

dislocations which is called strained layer epitaxy or pseudomorphic or

commensurate growth

I = -o for t < tc (19)

p -0 C

The critical thickness t c is given by /9g

I a 1 , I ir 6 - (20)

Assuming b = 0.384 nm, V = 0.3 and measuring tc in nm one obtains

the following implicit relation for tc

I o tc (nm) = 1.175 x I0 2 { 2.19 + InLc0 (21)

The film strain 9 in films thicker than tc is relaxed by the for-

mation of the misfit dislocation network.

(t&') - S [,&A ( /i ) (22)(

Fig. 3 compares the calculated equilibrium theory values with

experimental curves for MBE growth at 550 °C and 750 °C /11/. The

equilibrium theory allows to understand why thin films uptoacertain

thickness grow as strained layers but it predicts quantitatively too

low values of the critical thickness. The V.d. Merwe formalism gives a

rather raw estimate of the energy contribution of the dislocation core.

It was shown /8/ that this is unimportant for critical thicknesses of

many monolayers. But it should be considered for very thin thicknesses.

For this regime numerical calculations are given 112/.
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STABILITY OF STRAINED LAYER SUPPERLATTICES

In general the elements of the strained layer superlattice (SLS)

contain the thin, mismatched layers which are purely accomodated by

strain and stacked to a superlattice, the buffer layer and the substra-

te (Fig. 6). The mismatch 7 between the layer is given by the layer

materials with lattice constants a1 , a2

f=2 2 (23)
1 1 + a2

SUPERLATTICE LAYERS

2 2

S B

Fig. 6. Elements of a strained layer superlattice (SLS).

The elastic strains Ell C2 in the superlattice layers are connec-

ted with the mismatch 41by

+ 1- 0 (24)

if no misfit dislocations are in the superlattice interfaces as expec-

ted for SLS's. That means that the layer thicknesses t I, t2 of the in-

dividual superlattice Iayertmeet the requirements for pseudomorphic

growth

t1 9 t 2 < tc (L11 (25)

The driving force for introduction of misfit dislocations is the

strain energy stored in a layer. For calculation of the critical thick-

nesses of individual superlattice layers we should insert the strains

4, Ginstead of~to for the single layer results (Fig. 3, equ. 21).

The superlattice as a whole has the same in-plane lattice constant a,,

(parallel to the interfaces).
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a,, = al (1 + 1 ) = a2 (1 +6 2 ) (26)

The strain jumps at an amount of (E2 - El) by crossing each super-
lattice interface. The strain distribution is determined by the choice

of the in plane lattice constant a,-

a-a (27)El - a,, (7

a,,-a
292 - a,,

Strain Symmetrization

The stability of SLS's was investigated for specific material sys-

tems as early as 1974, 1975 (19, 20). The general SLS concept was in-

troduced 1982 /21/. In a pioneering work /22/ the concept of a criti-

cal thickness tcs of the superlattice as a whole was introduced which

should be roughly equal to the critical thickness of a single layer of

the same average composition. We will demonstrate that this definition

applies only to specific structures. One can give a very general defi-
nition /16/ of the stability of a superlattice as a whole against intro-

duction of misfit dislocations. For that we consider the strain energy

Eh stored in a SLS. This is simply the sum over all the strain energies

of the individual layers (N number of periods with length L)

F~= tVa 2.ez (28)~
CrA

In equ. (28) equal elastic constants are assumed. It is straight

forward also to introduce different elastic properties and anisotropy

of the material components. The minimum of strain energy is found by
0 Eh/4 I = 0 using equ. (23) as coupling between the 8i The result is

very simple. Minimum strain energy is obtained, if

e4tZ (29)

For the most important case tI = t2 = L/s this condition reduces to

4- (30)
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That means the SLS is stable if the strain is symmetrized after

equ. (30). We use the term strain symmetrization mainly for SLS's with

equal layer thickness t1 = t2 , but it means only replacing equ. (30) by

equ. (29) without loss of generality if unequallythick layers are used.

In this case there is no limiting critical thickness (t -bo) of thecs
superlattices as a whole. The situation changes if the strain is unsym-

metrically distributed. Then the superlattice can gain energy by the in-

troduction of misfit dislocations at its base if the thickness of the

superlattice (N x L) raises above a critical superlattice thickness tcs.

The critical superlattice thickness will decrease with increasing asym-

metry of the strain distribution. The superlattice structure of ref.

/16/ was completely unsymmetrical with respect to strain (F= 0,

2 = -1). The introduction of misfit dislocations will change a,,, and

shift the strain distribution to higher symmetry.

Buffer Layer Design

The buffer layer between superlattice and substrate is grown for

several reasons. The main functions of the buffer layer are:

1. Transition from the substrate material to the superlattice material

system, eg. from an InP substrat to a InAs/GaAs superlattice via an

InGaAs buffer layer, lattice matched to the substrate.

2. Improvement of crystal quality. Especially strained buffer layers

or SLS buffers can effectively reduce the density of penetrating

substrate dislocationsby bending them into the interface plane.

3. Adjustment of superlattice strain distribution by shifting the in

plane lattice spacing from the substrate value aA to the superlat-

tice value a,,. This shift principally involves the generation of

misfit dislocations in the buffer layer. The usually used thick

(several pm) buffer layer with either linearly or step graded com-

position suffers from being heavily dislocated which might be an

inherent problem for device application. Therefore growth of SLS's

without such an strain adjusting buffer layer was performed. High

quality growth is only obtained for specific material system where

the lattice constant aA of the substrate /17/ is between the lat-

tice constants a,, a2 of the superlattice materials (strain sym-

metrization by the substrate itself) or for thin unsymmetrically

strained systems below the critical superlattice thickness /16, 18/.
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We will discuss here the concept of a thin (.e0.25 Pm), homogene-

ous buffer layer, the strain adjusting misfit dislocation network of

which is mainly confined to the interface between substrate and buffer

layer /19/. The in plane lattice spacing a is controlled (Fig. 7) by

the lattice constant aB of the buffer material and by the strainEB in

the buffer which depends on mismatch Io between substrate and buffer

layer and on buffer layer thickness tB.

aI = aB (I-) (31)

The design of the buffer layer is explained here on the example of

an Si1_yGey buffer layer ontop of a Si substrate. The lattice constant

of the buffer layer is determined by the chemical composition y

aB= aA (I + 0.042 y) (32)

tensile - strain compressive-

p

E E

pu

ai

p aJ

'1incommensurate

a.,.

M

Fig. 7. Scheme of striainl syfilet 'izdtion by a homogeneous, incomilensurate

buffer layer. Dots: natural lattice spacing. Arrows: Distortion

of the in plane lattice spacing a,, by strain. Example:

Si 0.5 Ge 0.5 /Si superlattice on Si substrate.
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assuming Vegard's law. The lattice mismatch between Ge and Si is 4.2 %.

The straingB in thin SiGe layers on Si substrates was measured by He-

backscattering /20/ (growth temperature: 550 °C). We used for this

calculation the smoothened data set given in /21/. The result is given

in Fig. (8) as in plane spacing a,. versus buffer layer constant aB for

various buffer layer thicknesses ranging from 10 nm to 250 nm. One can

consider the couple substrate/buffer layer as a new virtual substrate

which offers the in plane lattice spacing a.. This would in this exam-

ple correspond to a SiGe substrate with an effective Ge content y*,

where y* is defined by

a. = aA (1 + 0.042 y*) (33)

y* = y + 23.8t B

Remember that the effective Ge content y* would be smaller than

the Ge content y of the buffer layer because of the compressive strain
8 B (negative sign).

0.558/

0.6 Si 1-y Ge. buffer layer // C

T, = 5500 C (1) / -0.555/ ,

0thick, without strain // U

t Co/ 250 nm
/100 nm 0550

0

/

25% U  . -50 nm_

/ .//

0 V 0.543
0 0.2 0.4 0.6

buffer " Ge - content y

Fig. 8. Design for a Sil 1yGey buffer layer on a Si substrate. Effective

Ge content y* of the virtual substrate (Si substrate + buffer)

versus Ge content y of the buffer layer for different buffer

layer thicknesses tB.
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Metastability of the Buffer Layer

The experimentally found critical thicknesses t. of a mismatched

layer are generally higher than that predicted by an equilibrium theory.

If one does not assume that the theoretical treatment is based on wrong

assumptions one has to consider kinetic reasons for this deviation from

equilibrium. These deviations can come from the nucleation and motion

of dislocations which are both hampered by the need of an activation

energy. Already Matthews /22/ argumented that misfit dislocations which

move to the interface by a glide process are not as ideal as perfect

misfit dislocations. He considered a substrate dislocation which pene-

trates the surface (Fig. 9, upper part). The slip plane and the Burgers

vector b are inclined to the interface. The dislocation is bended by

the film strain and can create a straight misfit dislocation segment if

the thickness is raised above the critical thickness. But now only the

projection of the edge component of the Burgers vector on the interface

is able to accomodate mismatch instead the full Burgers vector as in

the case of an ideal edge type misfit dislocation with the interface as

slip plane. Let us consider e.g. an (001) surface which is penetrated

by a dislocation lying in a (1TI) slip plane with a 1/2.L0111 Burgers

vector b. The misfit dislocation segment extends along the intersection

[1101 of the slip plane with the interface. The projection of the edge

component in [I103 direction amounts to half of the Burgers vector

(b/2). For these nonideal misfit dislocation arrangement the relation

between strain and misfit dislocation array has to be reformulated.

1 0 + S (34)
/3 sr

with/39JA

(b Burgers vector, i unit vectors along dislocation line and

perpendicular to the interface, respectively).

The weaker accomodation of this dislocation array shifts the pre-

dicted critical thickness to higher values. The formal treatment of

Matthews uses a force balance instead of energy considerations as

v.d. Merwe has done which is proven to be equivalent by the definition

of the force on a dislocation. Matthews theory is more close to the

experimental results than v.d. Merwe theory especially for medium

growth temperatures (e.g. 750 0C MBE results). It should be stated that
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it describes a metastable state because principally ideal misfit dis-

locations can be created by slower process, e.g. climb or glide from

the rim of the sample. The same result is obtained for glide of a dis-

location half loop from a nucleation site at the surface (Fig. 9 middle

part) which is a more probable process than the originally suggested

bending of substrate dislocations because of todays low dislocation

density substrates.

//\G

Fig. 9. Basic mechanism for misfit dislocation generation. Upper part:

Bending of a substrate dislocation. Middle: Nucleation (NS) of

a dislocation at the layer surface and movement to the inter-

face. Lower part: Nucleation of a dislocation dipole at the

interface.

The kinetic reason for the increase in critical thickness at low

growth temperatures (550 °C MBE) is not clear. One can speculate that

the barrier for nucleation controls the onset of accomodation by dis-

locations. TEM images /23/ of films grown at 550 °C are compatible with

the picture of nucleation of dislocation arrays at the interface itself

(Fig. 9 lower part). A fitting curve for the low temperature data /7/

was given (see Fig. 3, 550 °C MBE). In this interesting treatment the

authors compare the elastic energy Eh with what they call areal energy

density of the dislocation. This may the reader mislead that this fit-

ting curve is obtained by equilibrium considerations. But one can inter-

pret it more as an activation barrier for dislocation nucleation.
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GROWTH AND PROPERTIES OF SI/SIGE SUPERLATTICES

The material system silicon/silicon germanium is a model system

for strained layer superlattices because of the close relationship in

chemistry of Si and Ge. The pure influence of strain can easily be

studied in this system with a lattice mismatch ranging from zero to

4.2 % depending on the composition of the completely miscible alloy

SiGe. The strain distribution can be adjusted from a symmetrical situa-

tion to an unsymmetrical situation with a buffer layer/Si substrate

designed after the principles given in the foregoing section. Key

issues for the technological realization of the concept of strain

adjustment are low growth temperature, control of layer composition and

thickness, crystal perfection of the buffer layer.

SUBSTRATE SUBSTRATE SUBSTRATE
OVEN VOLTAGE Us

QUARTZ

IONIZATION MASS SPECTROMETER
RING

sits'i CELL
_ SHUTTER

I -EFFUSION CELL

Sb Ge

/
Si-SOURCE

Fig. 10. Scheme of our Si-MBE apparatus /11, 14/ used for growth of

SiGe superlattices

Silicon Molecular Beam Epitaxy (Si-MBE)

MBE is ideally suited for meeting the above requirements. For a

review of Si-MBE the reader is referred to /21/. The principal ar-

rangement of our MBE apparatus which was used for growth of SiGe super-

lattices is given in Fig. 10. The following subsystems are shown;

(i) material sources (Si, Ge, Sb), (ii) substrate oven, (iii) second-

ary implantation equipment (ionization ring, substrate voltage), (iv)
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in situ monitoring equipment (quartz microbalance, mass spectrometer).

These subsystems are installed inside an ultrahigh vacuum chamber.

We used the method of secondary implantation /24/ for n-type doping

with antimony (Fig. 11). Si ions generated by the electron gun evapora-

tor and/or by an ionizer ring (see Fig. 10) are accelerated toward the

substrate surface by an applied voltage. These Si ions implant the

adsorbed Sb atoms (Fig. 11).

Band Ordering in SiGe/Si

The band gap of the alloy SiGe is smaller than that of silicon.

The ordering of the bands at the interface determines the properties of

two-dimensional carrier gases. The most common case of band ordering is

obtained with the low band gap within the wide band-gap (type I band

ordering). In this case both,electrons and holes would jump from the

wide gap material to the low gap material. For a staggered band or-

dering (type II) electrons and holes would jump in opposite directions

across the interface. A rough idea about the type of ordering can be

obtained by considering the electron affinities of the materials. The

electron affinity measures the energetic position of the conduction-

band edge against a vacuum level. This simple consideration holds if

both materials are separated. For the system Si/Ge a nearly flat con-

si~ 5d s' 9 Si
Sb__Sb Sb

SbC U adsorption layer
growing crystal

- 100 V
Fig. 11. Doping by secondary implantation (DSI). The adsorbed Sb atoms

are knocked on by Si-ions accelerated toward the substrate /24/
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duction-band ordering (between type I and type II) is proposed. Usual-

ly, interface structure, dipole moments, and strain effects contribute

additionally to the band-edge position after facing both materials.

Early experiments with polycrystalline material seemed to confirm

the picture of a flat conduction-band ordering (with very slight type I

character). Also first MBE experiments /25/ of the Bell group with un-

symmetrically strained Si/SiGe superlattices demonstrating 2D-hole gas

but no electron gas were in agreement with that flat band picture. In

apparent contrast to that,our group realized a 2D-electron gas in the

wide gap material silicon /26, 27/ with a symmetrically strained Si/

SiGe superlattice. Both groups agree now that the apparent contradic-

tion was caused by the different strain distribution within th)e super-

lattices /28, 29/. Fig. 12 shows the calculated conduction-band offset

(type II) as function of the strain distribution /19, 29, 30/ charac-

terized by a substrate with an effective Ge-content. The band ordering

is shifted toward strong type II character as the substrate is made Ge-

500

Si/Sio 5 Geo5superlattice -- --

00

type H interface
0 300 Abstreiter-

-o Jorke
C
..D200

200- 
People

100 symmetric Si SiGe
, strain

C3 I
o -

-flat conduction band
Si Sio 7 5 Geo 25  Sio 5 Geo.5

effective substrate Si111y Gey ,

Fig. 12. Conddction band offset for a Si/Si0.5 Gc0.5 superlattice as a

function of the effective substrate which determines the

strain distribution /19, 29-31/
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rich. The position of the symmetrically strained superlattice is marked

by an arrow suggesting a conduction-band offset of roughly 200 meV for

the symmetrically strained superlattice /31/.

The basic mechanism for the shift in conduction band offset was

clearly evaluated by G. Abstreiter /29/. The biaxial stress OT'in the

layers can be described as the sum of a hydrostatic pressure and an

uniaxial stress normal to the layers.

a- .) ( ' . ( 0(35)

The hydrostatic part basically shifts the conduction and valence

band up (compression) or down (tension) depending on the sign of pres-

sure. It causes also small changes in the value of the indirect band

gap energies. The conduction band minimum of Si is along the fI001 (A)-
direction and sixfold degenerate. The conduction band ordering remains

Si-like up to a Ge content of 85 %. In unstressed Ge-rich alloys the

conduction band minimum is at the L-point and consequently fourfold de-

generate. The main effect is caused by the uniaxial part of the strain

responsible for a splitting of the six-fold degenerate conduction band

and the heavy and light hole band. A tensile [1001 biaxial stress (=

compressive uniaxial part) lowers the two-fold degenerate valley with

the large mass normal to the layers and shifts up the light hole band

Fig. 13 (left side) shows the effect of biaxial strain on the band

edges for a symmetrical strain situation, tensile in SiI compressive in

SiGe. The strain-induced band gaps in SiGe layers, which are grown on

different virtual substrates (= substrate + buffer layer) are shown on

the right side of Fig. 13. In all cases the energy gap is reduced for

the whole concentration region from pure Si to pure Ge. For Si-rich

virtual substrates the band structure remains Si-like even for pure Ge.

Modulation Doping

The method of doping by secondary implantation is well suited to

grow thin doped layers with abrupt profiles, e.g. in the case of Sb so-

called nini structures. When we combine this technique with the growth

of strained composition multilayers of Si/SiGe we can study the effect

of (n type) modulation doping on a multilayer heterostructure with a

periodically varying band gap width.
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Fig. 13. The effect of strain symmetrization on the band edges of

Si/Si 0.5Ge0.5 (left side). Band gap energies in SiGe for dif-

ferent biaxial stress conditions (right side) /29/

In our experiments we applied the same period length L of typical-

ly 10 to 20 nm for both, Si/SiGe heterostructure and Sb modulation

doping, but we used different phase angles between the two periodic

layer structures defined by = 21L/L according to Fig. 14. The total

I - -

L8 20 nm

6 L= 12 nm

600.

0S. const E

M 400-
Ge 4,

Sb>o j_ - !300/Sb f--

,1 n__ -4 10' (.
Off-J 200 f, 0 m(bL E° 00

0P 100 iit/2 IT 31T/2
distance from the substrate doping phase angle w0

Fig 14. Modulation doped Si/SiGe superlattice with period length L and

doping phase angle (f = 20 AL/L (left side). Room temperature

Hall mobility as function of doping phase angle (right side)
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number of periods was ten. Mobility and carrier concentration were de-

termined by Hall measurements assuming the Hall factor to unity. The

sample geometry was chosen according to van der Pauw. Carrier concen-

tration in all samples amounts to 4 x 1018 cm-3 as calculated by the

quotient of sheet carrier concentration and the superlattice layer

thickness. In Fig. 14 the room temperature Hall mobility as a function

of the phase angle is shown for symmetrically strained material. The

mobility maximum is achieved forl =', i.e. in the case where the Sb

doping spikes coincide with the center of the Si0 .5Ge0.5 layers. The

temperature dependence of the Hall mobility down to liquid nitrogen

temperature is given in Fig. 15. For comparison the corresponding re-

sults of equivalently doped bulk Si are added.

The prominent result is a remarkable increase of the electron mo-

bility within the modulation doped strained layer superlattice compared

with equally doped Si: Even at room temperature there is a mobility in-

crease of a factor 4 (for L = 12 nm) respective 5.5 (for L = 20 nm, ef-

fect of an increased spacer thickness).

1500

5O n 101 /cm3

SiGe/Si
superlattice

> 750

E

Silicon
C\

100 200 300
TEMPERATURE (K)

Fig. 15. Hall mobility versus temperature for n-type material with a
18 3mean doping level of 4 x 10 /cm . Compared is a modulation

doped Si/SiGe superlattice with bulk silicon

Direct confirmation of the existence of a two-dimensional electron

gas within the multilayer heterostructure is derived from Shubnikov-

deHaas measurements /27/. The oscillation periods, only observed with

the magnetic field perpendicular to the layers, lead to a two-dimen-
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sional electron density of about 3 x 1012 cm-2 per layer period which is
in reasonable agreement with the total electron density of 4.8310

13 cm-2

obtained from Hall measurements of the 10 period structure.

The fact that doping the central region of the Si0 .5Ge0.5 layers

yields the mobility maximum by carrier separation from the ionized

parent impurities can only be explained when electron confinement in

the Si layers is assumed. This, in turn, suggest a band structure of

the Si/SiGe strained multilayer heterostructure as proposed in Fig. 12.

The transport properties of 2-D carrier gases were utilized for

the fabrication of MOFET devices. For a review of the first n-channel

and p-channel SiGe/Si-MODFET's see ref. 32. A typical n-channel MODFET

is shown in Fig. 16. This silicon based heterodevice would well fit in-

to the circuit concept given in Fig. 1. The main elements of this de-

vice are the Si substrate, the buffer layer for strain symmetrization,

the Si channel for the 2-D electron gas, and the Sb-doping spike in the

SiGe-layer delivering the electrons for the channel. A graded layer and

a Si overlayer cover the MODFET. By this band gap engineered structure

n-channel SiGe/Si MOOFET

GA7E~ oIE

Si e xover rde layer ,

Si electron channel

S10 7 Ge0 3  b e strain symmetrizat.on I

Si substrate o

Fig. 16. Sketch of the n-channel Si/SiGe MONFET structure (left side).

Current-voltage characteristics (right side)

the escape of electrons to the surface is avoided. Excellent room-tem-

perature characteristics and operation up to microwave frequencies was

obtained with the first unoptimized devices of this type /32. 33/ ex-

pecting encouraging progress with further development.
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Brillouin Zone Folding

The Brillouin zone of a superlattice with period length L shrinks

normal to the layers according to

r< 1( )

(a length of lattice cell).

One expects minizones in the momentum space not observed in the

host crystal. For a weak superlattice potential the first superlattice

Brillouin zone can be constructed by folding the Brillouin zone of the

host crystal into the first minizone. Consider, that the derivative

(dE/Dk) vanishes at the band edges. Already 1974 it was proposed /34/

that the zone folding effect can transform an indirect band gap to a

direct band gap. Fig. 17 shows as example the folding of a host crystal

Brillouin zone of a Si-like band structure by a superlattice period

L = 5a. The conduction band with an energy minimum near the X-point

[0013 is transformed in five mini bands with energy minimum near kz = 0.

E)O

EV

T X
Fig. 17. Brillouin zone folding of a Si-like band structure. Host crys-

tal with superlattice (L = 5a) minizones (left side). Folding

of the band structure into the first minizone (right side)
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Such an effect would have an tremendeous impact on silicon based opto-

electronic devices. First experimental evidence of the zone folding

effect in Si/Ge superlattices was announced /35/.

CONCLUSION

Strained layer superlattices will gain increasing importance be-

cause of scientific and industrial interest. Driving force for indus-

trial interest is the monolithic integration of lattice mismatched het-

erostructure/superlattice devices with conventional IC's on a Si sub-

strate.

For the realization of this material concept two basic problems

have to be overcome: (i)Stacking of two levels of device structures (con-

ventional IC, superlattice) with completely different layers. (ii)

Growth of high quality material on a mismatched substrate. Only the

latter problem is addressed in this paper.

Lattice mismatch can be accomodated by strain or misfit disloca-

tions. Up to a critical thickness nature's answer is accomodation by

strain. Above the critical thickness accomodation is partly by misfit

dislocations and partly by strain. Experimental values of critical

thicknesses are larger than the values predicted by equilibrium theory.

Strained layer superlattices with individual layers below the cri-

tical thickness are stable for symmetrical strain distribution. Other-

wise a critical superlattice thickness would limit the thickness of the

whole superlattice itself irrespective of thin individual layers.

Strain symmetrization can be obtained with a thin, homogeneous

buffer layer. Design rules for this buffer layer are given.

Si/SiGe is a model system for SLS's. Growth is performed withi a

Si-MBE system. Strain strongly influences the band ordering switching

from a flat conduction band for unsymmetrical strain (Si/SiGe on Si) to

a type II interface for symmetrical strain. Mobility enhancement in

modulation doped structures was utilized for n- and p-type device opera-

tion (MODFET). Zone folding effects are predicted which can strongly in-

fluence the optoelectronic properties of indirect gap materials.
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ELECTRICAL TRANSPORT IN MICROSTRUCIURES

Frank Stern

IBM T.J. Watson Research Center
Yorktown Heights, New York 10598, U.S.A.

INTRODUCTION

These lectures are intended to provide an introduction to carrier
transport in systems with reduced dimensionality. The main application

will be to electrons in silicon inversion layers and GaAs heterojunc-

tions and quantum wells. Knowledge of basic aspects of semiconductor

physics and of transport in solids, as given, for example, in Kittell

or Ziman 2 will be assumed. More detailed discussions of transport,

particularly in semiconductors, can be found in Wilson3 (which includes

semiconductors in spite of the title), in "big" Ziman,4 and in

Seeger.5 General concepts of heterostructure physics are presented in

other lectures in this volume.

The principal aspect of transport to be discussed is ohmic con-

ductance as influenced by impurities, interfaces, phonons, and alloy

scattering. Brief discussions have been added dealing with hot carri-

ers, with device simulation, and with coherence effects in small systems

in the presence of disorder. The presentation will attempt to describe

the basic physical processes and to provide a few references that can

serve as an entry point to the literature. I apologize to those whose

work has been omitted or underrepresented because of time and space

constraints.

Rapid advances in processes for fabricating semiconductor samples
have made possible structures in which carrier motion is restricted in

one (or two or even three) dimensions, with carriers essentially free

to move in the remaining dimensions. In most of what follows, we shall

considcr the case in which motion is restricted in a quantum sense, i.e.

we have carriers confined in a "box" of some kind, whose size is less

than or comparable to the Fermi length kF1, the reciprocal of the

diameter of the Fermi surface corresponding to the carrier density.
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Later we briefly consider cases where the criterion for reduced dimen-

sionality involves a different physical length scale.

ELEMENTARY TRANSPORT CONSIDERATIONS

Although there are many levels from which transport can be

approached, we will start with the Boltzmann equation (here simplified

to the case of a spatially uniform three-dimensional system)

af(k,t) eE af(kt)
at h Vkf(kt) t catt

(1)

V- f dk' {W(k' - k)f(k',t)1 - f(k,t) - W(k - k')f(k, t)(1 - f(k',t)J)
(21r)

for the carrier distribution function f(k,t) as influenced by external

electric fields I (magnetic fields are ignored in this discussion) and

by a scattering rate W which depends on the wave vectors of the initial

and final states in the scattering process as well as on temperature

and on material parameters such as impurity density. V is the normal-

ization volume.

If all scattering is elastic and for spherical symmetry, the

steady-state solution of the Boltzmann equation in the weak-field (i.e.

ohmic) regime is

af0
f(k) = f0 + f1(k) = f0 + eTk E-v--- (2)

aE

where f0 is the Fermi-Dirac distribution and v = VkE is equal to Ak/m for

spherical and parabolic bands with effective mass m. The current den-

sity (including a factor 2 for spin degeneracy) is

f= 2e v f(k) dk, (3)(2 103f

but in the approximation being used here, f can be replaced by f,

because the equilibrium distribution does not carry any current. The

scattering time Tt that enters in the mobility p = ert/m and in the con-

ductivity a = nte2/m, will be given for some specific scattering mech-

anisms below.

In systems with lower dimensionality the electronic states can be

described by subbands within the energy band structure of the bulk

material. In the simplest case, in which only one subband has appre-

ciable carrier density, we shall presume that an equivalent Boltzmann

equation applies, with the distribution function now referring to a

lower dimensional space. It should be noted, however, that the con-

ductance calculated in this way is subject to corrections that modify

the transport at very low temperatures. In two dimensions, one finds

logarithmic "weak-localization" corrections6-9 whose magnitude gener-
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ally does not exceed 10% in the accessible temperature range. In one-

dimensional systems these corrections vary as T
- 
/2

, and there is a

significant temperature range in which Boltzmann equation results will

be unreliable.

Early work on transport in two dimensions in the Boltzmann equation

regime is that of Stern and Howard,1° who considered only Coulomb

scattering. Work on one-dimensional systems in a similar regime has

been carried out by Fishman 1 for the case with only one occupied sub-

band and by Das Sarma and Xie 12 for a more general case. Phonon scat-

tering in quasi-one-dimensional systems was treated by Riddoch and

Ridley. 13 The one-dimensional case is of interest for a number of rea-

sons, one of them the possibility that the mobility will be high because

the only available scattering process is backward scattering, which has

a large momentum transfer and therefore a reduced scattering rate.
14

Most of our discussion applies to electrons, either in silicon

inversion layers or in GaAs-based heterostructures, for which there are

more data and for which the theory is considerably simpler. A few

references to the more limited literature for holes are given after the

results for electrons. We consider mainly the conductance of a single

electron subband in a single channel. At high carrier densities or high

electron temperatures, more than one subband will contribute. The

theory for such cases is discussed, for example, by Ando et al., 15 and

the effect was observed in a GaAs-based heterojunction by Stormer et

al. 1 6 In some heterojunctions, there can be conduction both in the GaAs

channel and in the AlxGaj_xAs barrier region, a situation which requires

care to interpret, as noted by Kane et al. 17 and by Syphers et al. 18

SCATTERING MECHANISMS

Coulomb scattering

In most cases, the dominant scatterers at low temperatures are

charged impurities or defects. The effects of screening by mobile

carriers must be included in the scattering cross section. For weak,

slowly varying, static potentials, the screened potential ¢ induced by

an external charge density Pext is given by the solution of

2 (r,z) - 2qs o(r) g(z) = - pext(r, z)/E, (4)

where g(z) is the normalized spatial distribution of the two-dimensional

electrons, assumed here to occupy only the lowest subband, and (r) =

fo(r,z)g(z)dz . The screening constant q is given by10

e 2  dN (5)s-2 dE,

At low temperatures this reduces to q, = gvme2/417Eh2 , where g,, is the

valley degeneracy, and at high temperatures (if that is meaningful in
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a single-subband approximation) q, = (e2N/2ekT). Note that the screened

potential in two dimensions falls off approximately with the third power

of the distance,10 a considerably weaker variation than the exponential

decay found in three dimensions.

In most of what follows we shall use the Born approximation to

calculate the scattering rate. This approximation, which assumes that

the scatterer does not deform the incoming wave substantially, is

expected to be valid for the Coulomb scattering rates that dominate the

scattering at low temperatures because the dominant scatterers are

generally some distance from the center of the electron distribution.

That was verified explicitly for silicon inversion layers by Stern and

Howard,10 and is expected to hold for high-mobility GaAs heterostruc-

tures as well. If the Born approximation does not apply then the simple

treatment of screening used here is also in question.'
9

The detailed evaluation of the scattering rate for electrons in

an inversion layer or heterojunction can be found in standard references

(see for example, Refs. 10, 15, or 20) and need not be repeated here.

The simplest example assumes that the electrons lie in a plane with zero

thickness (the extreme two-dimsnsional limit), that the surrounding

material has permittivity E, and that the scatterers are randomly dis-

tributed on a plane a distance d from the electron plane. Per singly

charged center, the cross section for scattering with wave vector

transfer q is then

00O) me 4  exp(-2qd) (6)
8,c 

2h
3v (q + q) 2

where q. is the screening parameter defined in (5), v = fk/m is the

carrier velocity, and the scattering angle is given by q= 2k sin(8/2).

Note that the cross section has the dimensions of a length here, not

an area as in three dimensions.

This simple expression, generalized to take into account the per-

mittivities of different layers and the spatial extent of the electron

wave function, can be applied to many examples by integrating over the

positions of the charged scatterers. For example, it can be used to

examine the mobility in GaAs-based heterojunctions. Here a doped

Al×Gaj_xAs layer is separated from the GaAs by a nominally undoped spacer

layer. Charges transfer from the barrier to the GaAs, and the density

of charges in the GaAs channel is determined by the doping density in

the A1xGa 1_xAs, by the spacer thickness, and by the difference between

conduction band offset at the GaAs-AI×Ga 1_×As interface and the binding

energy of the donor level in the Al.Gaj_,As.
21

If the scattering cross section is known, the scattering rate for

carriers of a given energy (or wave vector, since we assume isotropic
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bands here) scattered by Ni scatterers per unit area, with differential

cross section oi(0) is given by

T e(k) = Njv f (1 - cos 0) ol(9) dO, (7)

where v =Ak/m. Contributions from various scattering layers simply add.

Taking the charge transfer conditions into account, Stern21 showed

that the highest mobility for a given channel electron density is

achieved by maximizing the doping in the AlxGalxAs and by keeping the

residual density of ionized impurities in the GaAs as low as possible.

Calculated values of the reciprocal mobility for one set of parameters

are shown in Fig. 1. (Note that the difference between the band offset

and the AlxGa1 _xAs donor binding energy used in that paper was about

30 meV too large; some reduction in the calculated mobilities would be

expected if that difference were reduced. The trends, however, are not

affected.) The general features of this figure appear to be supported

by experiments on high-quality samples measured in the dark.

Under illumination, the carrier density in GaAs-AlxGa 1 _xAs hete-

rojunctions usually increases, an effect attributed to lattice relaxa-

tion around of donors in AlxGa 1 _xAs when they are ionized, resulting

10I I

T=OK E),,=100meV

N, a=N = 10 cm

E N = ? 1O cm

> 1

0

TOA

BARRIER.-" " - CHANNEL
0.1

0 -

a:

SPACER

0.01
0.5 0.7 1 2 3 4 5

CHANNEL ELECTRON DENSITY 10'' cm
"; )

Fig. 1. Calculated "optimum" reciprocal mobility at low temperatures

for a GaAs-AlxGaj_xAs heterojunction with background impurity

concentration of 10 1
4/cc in the GaAs and in the undoped spacer

layer, donor concentration of 7 x 1017 cm-3 in the doped portion

of the AlxGa 1 _xAs, and a difference of 0.2 eV between the barrier

height and the donor binding energy. (After Stern, Ref. 21)
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in an energy barrier that impedes electron recombination with the ion-

ized donors at low temperatures. The mobility usually increases upon

illumination, but cannot be calculated from the simple model used here;

screening by mobile carriers in the AlxGa_xAs must also be included.

We have so far used the static, long-wavelength limit for screen-

ing. The results can be generalized to include the effects of wave-

vector-dependent screening, but this is academic in the simplest cases

because for a simple subband in two dimensions the screening is constant

for wave vector transfers up to q= 2 kF, the maximum value possible for

scattering in an isotropic system at absolute zero. 22 In three dimen-

sions, on the other hand, screening does depend on q. The wave vector

dependence of static screening in two dimensions is shown in Fig. 2.

While Coulomb scattering is generally thought to be temperature-

independent, it turns out that the singular behavior of screening near

momentum transfer of 2hkF in two-dimensional systems can lead to a

significant temperature dependence at low temperatures. This effect,

an increase in resistance with increasing temperature at temperatures

of order 10 K, is to be be distinguished from the logarithmic "weak

localization" corrections mentioned above, which occur at even lower

temperatures and which lead to an increase in resistance as the tem-

perature decreases. The 2ffect has been observed in silicon inversion

layers by Kawaguchi and Kawaji,23 Cham and Wheeler,
24 and Dorozhkin and

Dolgopolov.2 5 Theoretical treatments have been given by Stern 22 and by

1.0 1.. . . . .......... ",. ",

0
wj 40

0.8
T=80K 1

CL 20
0.6

Zz

u 0.4

< 0.2

0.0 I I I

0 2 4 6 8 10

WAVEVECTOR (106 cm-
1)

Fig. 2. Wave vector dependence of the screening parameter q. , normal-

ized to its value at q=0 and T=0, for several temperatures.

The results are for a silicon inversion layer with 2 x 1012

electrons per cm 2 , for which 2 kF = 5 x 106 cm -1 . (After Stern,

Ref. 22)
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Gold and Dolgopolov.26 In GaAs heterostructures other effects appear

to dominate the temperature dependence of mobility, as discussed in the

following section.

Some silicon inversion layer samples are found to have mobilities

above 2 m2/V s at low temperatures. 27 Those samples, which remain
"metallic" down to electron densities well below 1012 cm -2 , have mobil-

ities that continue to increase even below 4.2 K, 27'28 consistent with

calculated results for samples with a low density of interface

charges. 26,29

At very low carrier densities, the conductance in two-dimensional

systems becomes activated, representing a transition from the weak-lo-

calization, quasi-metallic regime to the regime of strong localization

and variable-range hopping. Experimental results for the activated

regime in silicon inversion layers have been reviewed by Ando et al. 15

Theoretical predictions in the framework of the memory function for-

malism have been made by Gold and G6tze 30 for silicon inversion layers

and by Gold for GaAs heterostructures. 31' 32 An entirely different

mechanism for activated conduction, magnetic-field-induce' freezeout,

has been investigated by Robert et al.
33

Interface scattering

Deviations of interfaces from planarity can lead to scattering

both in three-dimensional and in two-dimensional systems. The rough-

ness of the Si-SiO2 interface has been actively studied, and leads to

significant scattering at high electron densities. This subject has

been reviewed by Ando et al., 15 and recent results have been presented

by Hahn and Henzler
34 and by Goodnick et al.

35

The scattering rate due to roughness scattering was first derived

by Prange and Nee 36 in connection with magnetic-field-induced states

at the surface of metals. For an inversion layer or a single hetero-

junction, their result can be simplified to
37

Tr1(k)= mA
2A 2N 2 e4 N 2 (I - cos 0) exp( - q

2
A

2
/4)

h 3(q)d, (8)

where A and A are the rms height and the lateral correlation length of

the deviation of the surface from flatness, q = 2k sin(0/2), N* = Nd + Ns/2

is proportional to the average electric field in the inversion layer

(Nd and N. are the densities of fixed charges and channel electron

charges, respectively, per unit area), and c(q) includes wave-vector-

dependent screening. Thus roughness scattering increases with the rms

height of the roughness, as one might expect, but also with the electric

field in the channel, and it depends as well on the lateral correlation

length of the roughness. Equation (8) assumes a Gaussian autocorrela-
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tion of the roughness, as is customary because of the simple form of

the results. However the experiments of Goodnick et al. 35 suggest a

correlation falling off more nearly exponentially. The effects of

various roughness models were explored by Gold.
38

While roughness scattering is important in silicon inversion

layers at high carrier densities, it was shown by Ando20 not to be

important in GaAs heterojunctions, both because the carrier density is

generally lower and because the interfaces can be smoother.

Alloy scattering

The influence of alloy scattering on the mobility of electrons in

typical GaAs - Al×Gaj_×As heterostructures 20 is usually weak because the

electrons penetrate very little into the alloyed barrier regions. On

the other hand, alloy scattering can be significant in structures in

which the electron is confined within the alloyed region of the device.

The scattering rate connected with electron motion in a hetero-

structure containing a random binary alloy can be written
3 9

-1 m x(1 - x) (8V) 2 
P(z)dz

Talloy = -3 '

where BV is an effective potential energy difference between the two

species in the alloy, x is the alloy fraction, N is the density of

primitive cells per unit volume, ,(z) is the electron envelope wave

function, and the integration is over the alloy region--here the inside

of the well. This result assumes that the positions of the two con-

stituents are uncorrelated. If correlations do exist, as has been found

for at least some AlGai_×As structures, 4 then (9) does not apply. Note

that the alloy scattering rate in two dimensions is independent of

electron energy.

For the particular case of InP-In.5 3Gar,.7As-InP quantum wells,

Brum and Bastard 39 calculated the alloy scattering vs well thickness.

For thicknesses large enough that most of the charge is within the well,

the alloy scattering mobility increases approximately linearly with the

width of the well (until the second subband is occupied) and is equal

to about 5 m2/Vs for a 10 nm well.

Deformation potential scattering and piezoelectric scattering

Scattering by charged impurities and other defects generally

determines the mobility of real devices at very low temperatures, but

at higher temperatures scattering by lattice vibrations begins to be

felt. Deformation-potential scattering by acoustic-mode phonons in a
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quantum well of thickness L leads to a scattering rate given in the

absence of screening by
4 1

,
4 2

-1 3D2kBTm
-DP 3 2 , (10)

where D is the deformation potential (with units of energy), p is the

mass density, and vL is the longitudinal sound velocity. Note that both

phonon absorption and emission processes contribute to scattering at

finite T. Both acoustic-mode and optical-mode scattering are modified

by screening effects, as discussed by Price.
3

In two-dimensional systems with only one subband occupied, the

electron wave vectors lie in a two-dimensional space while the dominant

phonons are bulk phonons, with wave vectors in three dimensions. Thus

an integration over phonon wave vectors in the z direction must be

carried out. This leads to a factor f 4dz in the scattering rate, which

becomes 3/2L in (10) and corresponds to the factor l/zav in the theory

for silicon inversion layers.
44

In materials without inversion symmetry, acoustic phonons generate

electric fields that interact with the carriers. The resulting pie-

zoelectric scattering41 " 5 is very anisotropic. Written so that the

angle average is equal to the total rate, the unscreened scattering rate

is

m(eh1 )2 kT ( 9 "L  I3aT
T Pez°(q) 364 q 2 +  (11)

64h (pvl pvT )/

where h14 is the applicable piezoelectric coupling constant (equal to

7.2 x709 V/m for GaAs), q is the magnitude of the two-dimensional

transfer wave vector, and the factors aL(q) and nT(q) are equal to 1 for

heterolayer thickness small compared to 1/q.

The theory of scattering by acoustic phonons in silicon inversion

layers has been reviewed by Ezawa et al.,4 6 but the results at inter-

mediate temperatures are masked by the temperature dependence resulting

from screened Coulomb scattering, discussed above. In GaAs heteros-

tructures, on the other hand, the phonon scattering is clearly seen in

good samples even near 10 K, as shown in the work of Paalanen et

al.,4 7 Mendez et al., 4 8 and Lin et al. 4 9 Figure 3, from Lin's thesis,

shows the temperature dependence of mobility for a series of GaAs het-

erojunctions. The mobility varies approximately linearly with temper-

ature at low temperatures (the rapid decrease at higer temperatures will

be discussed in the following section) and the slope changes from pos-

itive to negative as the sample quality improves. This difference is

attributed to the usual effect of acoustic phonon scattering in the

high-mobility samples, which is masked by an effect associated with the
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energy dependence of the impurity scattering rate in the low-mobility

samples.

Mendez et al. 4 8 analyzed their data on several high-mobility sam-

ples to extract a value for the deformation potential for interaction

between the electrons at the GaAs heterojunctions and the acoustic

phonons. Their analysis included the piezoelectric scattering and

assumed that both deformation potential and piezoelectric scattering

are screened. They infer a value of approximately 13.5 eV for the

deformation potential constant D. Vinter 5° carried out a similar

analysis but used numerical rather than variational envelope wave

functions and found D=12 eV. Hirakawa and Sakaki 5l obtained a value

11± 1 eV from analysis of electron heating in GaAs heterojunctions.

The low-mobility samples in Fig. 3 have an increasing mobility

with increasing temperature. This effect has a much simpler origin than

the screening effect discussed above for silicon inversion layers. It

is thought to arise simply from the averaging over energies in the

expression for the scattering time

fTkE) ( -df 0 /dE) dE

=t (12)
oE (-df 0 /dE) dE

that enters in the conductivity. This leads to a temperature dependence

given, to second order in kBT/EF, by

Tt(T)/Tt(O) = 1 + (v2/6) p (p + ) (kT/EF)2  (13)

e.... .. S
.o,.,..S

~.. .... o°°

i106~

1 10 100 1000

TEMPERATURE (K)

Fig. 3. Electron mobility versus temperature in a series of GaAs-

A1xGai_×As heterojunctions. Note especially the change of the

initial slope from positive to negative as the sample quality

improves. (After the Ph. P. thesis of B. J. F. Lin, Ref. 49)
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for a degenerate electron distribution if the scattering time varies

as the p'th power of electron energy and if the Coulomb scattering, here

assumed temperature independent, is much stronger than the phonon

scattering, as will be the case in low-mobility samples. Similar con-

clusions were obtained by Paalanen et al., 4 7 by Lin et al., 49 and by

Stern and Das Sarma. 52 While the observed behavior agrees approximately

with theoretical expectations, the initial temperature dependence in

the low-mobility samples is approximately linear rather than quadratic

as would be expected from eq. (13).

Hirakawa and Sakaki 5 3 have given a detailed account of electron

mobility in AlxGa 1_xAs/GaAs heterojunctions and have compared theory and

experiment for both the temperature dependence and the carrier concen-

tration dependence of mobility. Electron mobility in quantum wells has

been studied both experimentally and theoretically by Guillemot et

al. 5
/ for temperatures up to 77 K. They invoke interface scatterers

with densities of order 1-3 x 1010 cm- 2 at the inverted interface of the

quantum well, where GaAs is grown onto Al×GalxAs, to explain their data.

At very low temperatures, in the so-called Bloch-Gruneisen range,

the acoustic phonon scattering rate changes because of degeneracy com-

bined with energy conservation.55 The magnitude of the deformation

potential scattering rate is reduced and its temperature dependence

changes from Ti to T7 (the exponent is 5, rather than 7, for piezoe-

lectric scattering). This effect is probably masked by other effects

in the mobility but it influences the inelastic phonon scattering rate,

and therefore electron heating effects, at very low temperatures.
51' 56

Optical phonon scatterino

At temperatures in the liquid nitrogen range and above, scattering

by optical phonons plays an increasingly important role in limiting the

carrier mobility, especially in GaAs, where the polar character leads

to a strong electron-phonon interaction. Both for silicon inversion

layers and for GaAs heterostructures, the analysis of optical phonon

scattering is complicated because at the elevated temperatures where

this scattering is important one must generally include more than one

subband. Thus the results require not only a careful treatment of the

scattering processes, but also an accurate knowledge of subband ener-

gies and wave functions. Ando et al. 15 reviewed optical phonon scat-

tering in silicon inversion layers, where more work is needed.

A number of authors have treated the electron mobility in GaAs

heterostructures at elevated temperitures. Perhaps coincidentally, the

values are similar to those obtained in bulk GaAs. Theoretical treat-

ments ha-e been given by Price,4'1'
4b Ridley,

4 2 and Walukiewicz et al. 5 7

For experimental results see, for example, the papers of Hirakawa and
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Sakaki
53 

and Mendez.
58 

Perhaps there is a better chance to compare theory

and experiment for GaAs than for Si, because of the simpler conduction

band structure in GaAs and because it may be possible to study struc-

tures--such as thin quartum wells--in which one subband dominates the

conductance even at the temperatures where optical phonon scattering

becomes important. Here too, however, the contribution of other bands

and subbands may need to be considered at temperatures near and above

room temperature. Optical phonons play a major role in the energy loss

of hot carriers, a subject not considered here.

Hole mobility; Minority carrier mobility

Although it has been shown that holes in GaAs-based heterostruc-

tures can have mobilities as high as 3.8 x 105 cm
2
/Vs at low tempera-

tures,
59 

the literature on hole mobility is sparse. Walukiewicz
6° 

has

given a theoretical treatment, and Mendez has reviewed the literature

as of a year ago.

In bipolar transistors, one of the important parameters is the

mobility of minority carriers in the base region. When a current is

flowing, the drift velocities of minority and majority carriers are

oppositely directed, and one expects scattering to have a noticeable

effect on the minority carriers,
6 1 

especially minority electrons in GaAs

because they have a smaller effective mass than do the holes. Hopfel

et al. 62 measured spatially resolved luminescence excited by short

pulses of light to infer a negative mobility for minority electrons in

GaAs quantum wells at low temperatures and low electric fields.

WARM AND HOT CARRIERS

In this section experimental and theoretical work on carriers

excited above ambient temperature by applied electric fields is very

briefly noted. Related work is covered in other lectures.

When an electric field is applied to a device carrying a current,

the carriers derive power from the field. In the usual treatment of

ohmic transport, one assumes that inelastic processes remove this power

from the carrier system and transfer it to the lattice, which is assumed

to remain in equilibrium. There is an implicit assumption of a large

reservoir which can exchange energy with the electronic system without

itself being driven out of equilibrium. At sufficiently large applied

fields, which at low temperatures can mean surprisingly small values,

this assumption fails and the energy applied to the electronic system

cannot be removed fast enough, and the carriers get warm or hot. This

is a subject widely studied in three dimensions, and now increasingly

studied in heterostructures. For an account of recent work, see for

example the review article by Hess," 3 the book edited by Reggiani,"
' 

and
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the papers in the Proceedings of the Fourth International Conference

on Hot Electrons in Semiconductors, published in 1985 in Volume 134 B+C

of Physica.

One of the most important properties of hot carriers is the

dependence of carrier velocity on electric field. Because a number of

dynamic processes are involved, the result can depend on the particular

experimental configuration and on the time scale of the measurement,

particularly at high fields where intersubband and intervalley proc-

esses are involved. Figure 4, from the work of Masselink et al. ,65

shows the electron drift velocity in a GaAs-based heterojunction versus

the electric field at 77 K and 300 K, as determined from magnetoresis-

tance measurements in a Corbino-like geometry. These results, although

subject to some uncertainty, indicate the qualitative behavior found

at low and intermediate electric fields.

1.8x10 7  I

1.6 11 
= 62,000 cm

2 /Vs

1.4-

E 77

o9 /.L=7OCiCM 2/VSo.8 : .
0

5 low 1 2--

Eleciric Field (V/cm)

Fig. 4. Velocity-field characteristics of electrons in a GaAs-based

heterojunction, as determined from resistance measurements in

a Corbino-like geometry. (After Masselink et al., Ref. 65)

When enough power is supplied to the carriers to lead to a hot

carrier distribution (Te above - 50 K), it is transferred from the

electrons to the lattice primarily via excitation of optical modes,

which then decay into other lattice modes of lower phonon energy. If

the energy is supplied rapidly enough, the optical modes may themselves

be driven out of equilibrium and one speaks of hot phonon effects, which

have been discussed in the context of two-dimensional systems by

Price. 66 These effects arise primarily in the context of picosecond-

pulse optical excitation.
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DEVICE SIMULATION

One of the most important applications of transport physics is in

the design, implementation, and use of device simulation programs. They

range from relatively modest programs that explain the characteristics

of a relatively simple device to very large engineering programs which

can run to tens of thousands of lines of code, require many man-years

to write and maintain, and often have numerous generations of successive

refinement and improvement. Many such codes are developed by companies

in the semiconductor industry and are proprietary, but others are

developed at universities or other research centers, and are in the

public domain. Among the more widely known programs are PISCES,

developed at Stanford University, and MINIMOS, developed at the Tech-

nical University of Vienna.

Most of the large device simulation programs use the so-called

drift-diffusion approximation to transport: they solve Poisson's

equation and the equations for electron and hole current, but make no

provision for changing electron temperature through the device. How-

ever, they can deal with complex device configurations involving mul-

tiple contacts as well as nonuniform impurity concentrations such as

those that might result from diffusions or implantations. Solutions

are generally obtained in two space dimensions but extensions to three

space dimensions are becoming feasible. The calculations can require

substantial computer resources, both memory and computing time, and are

used in device design. Because of the simplicity of the underlying

physics, these programs are often calibrated to the device or device

family being studied, generally by supplying them with empirical

expressions for the carrier mobilities as functions of electric field,

impurity concentration, etc., and for the parameters describing carrier

recombination and--if very high fields are involved--carrier multipli-

cation.

An interesting question that arises in the drift-diffusion

equation is how to include carrier heating effects in the mobility that

enters in these equations: Does it depend on the local electric field?

On the gradient of the local quasi-Fermi level? This question has a

history that goes back at least 20 years and has recently been revisited

by Higman and Hess.
67

The device equations are solved numerically on a grid taylored

(either manually or automatically) to the needs of the device being

considered, with grid points close together where quantities of inter-

est are varying rapidly and farther apart where the variation is grad-

ual. Both finite difference and finite element methods are widely used.

Even a simple device may have three unknowns (electrostatic potential,

electron density, and hole density) at each of, say, 1000 grid points

for a two-dimensional mesh, giving 3000 unknowns in all. There are at
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least two general approaches in solving these equations. One approach

tackles the full set of 3000 simultaneous equations at once. The other

freezes the values of two of the unknowns, solves for the third unkown

at each grid point, and then iterates through the remaining sets of

equations until covergence is obtained--which is not always assured.

The problems, both in generating the mesh and in solving the equations,

become more difficult for three-dimensional device models.

A description of this field beyond the cursory description given

here is outside the scope of the present lectures. Interested readers

can consult, for example, the book by Selberherr6 8 or the Proceedings

of the biennial NASECODE conferences69 for entry into the literature

of this important application of transport physics.

Because of the severe physical approximations underlying the

drift-diffusion equations, there has been considerable effort to find

practical alternatives for situations where those approximations fail.

Examples of such cases are: devices in which some electrons get very

hot and can be transferred over potential barriers to other parts of

the device (where they can be trapped and can produce gradual deteri-

oration of device properties); very short devices, where electrons do

not have many collisions during their transit through the active part

of the device; and many GaAs-based devices, whose band structure leads

to tunneling and other effects not dealt with by the simple models.

There have been two main routes for coping with these more com-

plicated situations. One, sometimes called the "hydrodynamic" method

or the higher moments method, introduces an additional moment of the

velocity from the Boltzmann equation to capture additional information

about the carriers. For information about this method, consult, for

example, the papers of Blotekjaer,7 0 Cook and Frey,7 1 and Rudan and

Odeh .72

A more powerful method, increasingly used in recent years, is to

solve the full Boltzmann equation by the Monte Carlo method, which

follows a single carrier or an ensemble of carriers through a series

of ballistic flights interruptcd by collisions, all chosen in a sta-

tistical way to simulate the system being studied. This method, which

can in principle approach the solution of the Boltzmann equation arbi-

trarily closely if enough steps are taken, requires substantial com-

puter time and requires special techniques to deal with the relatively

few very hot electrons that are often of special interest. Descriptions

of Monte Carlo methods have been given by Price 7 3 and by Jacoboni and

Reggiani .
7

Monte Carlo methods have been widely applied to calculate electron

motion in two-dimensional systems, and in recent years have included

the subband structure connected with carrier confinement. An example
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of such work is the paper of Yokoyama and Hess,75 who found the quantum

level structure of a GaAs-AIGal_×As heterojunction at 77 K and 300 K,

evaluated matrix elements needed for transport calculations, and then

carried out a Monte Carlo calculation of the response of the system

versus time and under steady-state conditions. Perhaps surprisingly,

the velocity-field characteristics in the heterojunction, illustrated

in Fig. 5, are quite similar to those found for bulk GaAs by Ruch and

Fawcett.76
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Fig. 5. Calculated steady-state electron velocity and populations of

subbands and of the L valley in a GaAs - AlxGa 1 ~xAs heterojunc-

tion at 77 K and 300 K versus electric field. The dot-dash

curve is the corresponding velocity curve for bulk GaAs, from

the work of Ruch and Fawcett, Ref. 76. (After Yokoyama and

Hess, Ref. 75)

An application of the Monte Carlo method to a perhaps less well-

known system is the work of Fischetti et al. 77 on hot electron motion

in SiC 2.

A number of authors have attompted to combine features of Monte

Carlo calculations with those of the more traditional simulation

schemes, using each method for the part of the problem for which it

offers particular advantages. Nguyen et al. 78 use a regional approach:

they physically partition the device and use different methods in dif-

ferent regions.
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This very brief discussion of device simulation has been included

to call attention to a field that is increasingly active--partly because

of the many new device configurations being designed and built and

partly because the availability of rapidly growing computer resources

makes it possible to attempt simulations of devices and phenomena that

were heretofore out of reach--but usually does not come to the attention

of physicists.

COHERENCE EFFECTS

The conventional theory of transport in semiconductors assumes

that there are many scatterers within an appropriate physical region,

and that one need only specify their average density. The theory takes

an average over an ensemble of the positions of the scatterers, and it

is presumed that all real samples with the same density of scatterers

will give the same physical response. At some size scale, however, such

averaging is no longer valid and the measured response will depend on

the details of the arrangement of scatterers in a particular sample.

This size scale, sometimes called mesoscopic, has received increased

attention in recent years.

In this section, I will give a few examples and a small number of

references. The literature is already vast and the subject might be

considered outside the scope of conventional semiconductor transport.

Nevertheless, the experimental and theoretical results obtained in the

last ten years clearly show the limits of conventional tranport theory.

As devices continue to shrink in size and as the possibility of device

operation at lower temperatures grows, it is important to recognize the

influence of phenomena, such as "universal" conductance fluctuations

and Aharonov-Bohm79 effect, which I have grouped under the heading

"coherence effects."

Scattering events that change the direction of current flow need

not necessarily destroy the coherence of the electron wave function.

There are several length scales affecting loss of coherence, but the

principal one is the distance a carrier diffuses between phase-breaking

collisions. In the simplest case, these are inelastic collisions

associated with phonon scattering or carrier-carrier scattering, and

the relevant length scale in transport processes is the inelastic dif-

fusion length

Lin (14)

Samples smaller than this in one or more dimensions have reduced

dimensionality in a transport sense. Since the inelastic scattering

time generally increases at low temperatures, the inelastic diffusion

length can be of order microns or larger, and many samples exhibit
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Fig. 6. Magnetic field dependence of resistance in a metal ring (upper

curve), and its power spectrum versus reciprocal field (lower

curve). The large peak at 130 T- 1 is the Aharonov-Bohm oscil-

lation. (After Webb et al., Ref. 81)

consequences of reduced dimensionality at sufficiently low temper-

atures.

Two consequences of quantum coherence have recently received con-

siderable experimental and theoretical attention. The first deals with

the oscillations of conductance--most pronounced in rings whose width

is small compared to their diameter--as the magnetic field perpendic-

ular to the plane of the ring is varied. The periodic variation of

resistance illustrated in Fig. 6 is associated with a change in the

phase of electronic wave functions proportional to the flux inside the

ring, and would be present even in cases where there is no magnetic

field acting on the electrons themselves, according to the theory of

Aharonov and Bohm.79 The effect was found first in metal rings81 but

is expected in semiconducting rings as well. In high-mobility hetero-

structures, where even the elastic mean free path can become comparable

to the sample size, the effect can be even more pronounced.
82

The second class of effects resulting from coherent scattering is

the variation in conductance observed in high-resistance samples as

some control parameter, such as the gate voltage in a gated device, is

changed to change the scattering path seen by electrons near the Fermi

level. Three kinds of effects have been observed: so-called "uni-

versal" conductance fluctuations in quasi-metallic samples,8 3-8 8 whose

variation is of order e 2/h provided the sample is long compared to the
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elastic mean free path but not long compared to the inelastic diffusion

length; large fluctuations in the conductance or resistance at low

temperatures for samples in the "hopping conduction" regime;89-91 and

occasional large resistance fluctuations at very low temperatures that

are attributed to resonant tunneling.
92'9 3 Although detailed studies of

these fluctuations have been carried out only in the last few years,

there has been evidence of structure in the conductance of two-dimen-

sional devices for more than 20 years.
9
4

This is only a glimpse of the physics of coherent transport in

small devices. Extensive experimental and theoretical work has been

done in the United States, the Soviet Union, Israel, and elsewhere, with

a rapid series of advances that are beyond the scope of these lectures

but represent a fine example of the interaction of experiment and theory

in unraveling a series of puzzles. The subject has recently been

reviewed by Washburn and Webb,
95 and continues to develop. The impor-

tance of including the effects of contact leads in the analysis of

experiments has been emphasized by B~ttiker.
96

Other considerations, which could perhaps be subsumed under the

name quantum transport, also influence the analysis of the properties

of small structures and are expected to play an increasing role in the

physics of small devices. They are beyond the scope of these lectures.

One aspect of this subject has been examined by Mahan.
97

I am indebted to Michael Artaki, Markus Blttiker, Carlo Jacoboni,

Steve Laux, Barry Lin, Ted Masselink, and Sean Washburn for providing

figures and references and for helpful comments and suggestions and to

Peter Price for a critical reading of the manuscript.
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PHYSICS OF RESONANT TUNNELING IN SEMICONDUCTORS

E. E. Mendez

IBM Thomas J. Watson Research Center
Yorktown Heights, New York 10598, U.S.A.

INTRODUCTION

The concept of tunneling through a potential barrier lies at the

core of quantum mechanics, and its experimental observation is a

manifestation of the wave-like behavior of matter. Since the early

days of quantum mechanics, tunneling models have been used to explain

fundamental experiments such as the ionization of hydrogen by an

electric field and the emission of alpha particles by heavy nuclei.

The idea of tunneling was also incorporated very soon into solid-state

physics, and, thus, was used in 1928 by Fowler and Nordheim to de-

scribe field emission from metals, and by Zener in 1934 to account

for internal field emission in semiconductors.

Closer to us in time, Esaki's diode relies on the concept of

tunneling, and so does Giaever's work in metal-insulator-metal junc-

tions. For their work, they shared the 1973 Nobel prize in physics

with Josephson, who predicted phase coherence between two supercon-

ductors separated by a thin tunnel barrier. Last year, inventions

based on tunneling were recognized again, with the award of the Nobel

prize for the electron microscope (Ruska) and the scanning tunneling

microscope (Binnig and Rohrer).

The subject of tunneling in solids has been thoroughly reviewed

by Duke. In his 1969 book he stated: "A new type of quantum size

effect can occur in metal-insulator-metal-insulator-metal iunctions

when the intermediate metal becomes atomically thin... (Similar ef-

fects) would be predicted if the intermediate 'metal' were a semi-

conductor or semimetal. These effects ... have not been observed."
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This "new quantum-size effect" -resonant tunneling- was indeed first

observed in 1974 by Chang, Esaki, and Tsu2 , in a double-barrier

semiconductor heterostructure, and is the main subject of this set

of lectures.

I review first those aspects of the physics of tunneling through

a single potential barrier that are relevant to resonant tunneling.

Then, I use a matrix-transfer formalism to deal with the transmission

probability through a potential configuration of arbitrary shape, and

apply it to a few simple cases. The concept of resonant tunneling

follows naturally from the formalism, and it is then applied to rec-

tangular double-barriers under an electric field. The time involved

in the resonant tunneling process is discussed in detail, in the WKB

approximation, as well as the accumulation of charge that takes place

between the barriers.

The second part of the lectures is devoted to some topics of

current interest in resonant tunneling in semiconductors. I review

resonant tunneling via Landau levels, when a strong magnetic field

is applied parallel to the tunnel current, I consider the existence

of confined states in the potential barrier, through which resonant

tunneling can proceed, and I examine the question of which barrier

controls tunneling when dealing with an indirect-gap semiconductor.

As a final point, I contrast resonant tunneling with sequential

tunneling, both of which can give rise to negative-resistance ef-

fects.

TUNNELING CURRENT

When talking about electronic tunneling in a semiconductor

heterojunction the first question that arises is: what is the physical

origin of the barrier potential? The electrons in both materials move

in a screened potential due to the ion cores, while interacting with

each other via the Coulomb force. The Hamiltonian of the system is

complicated, and therefore it is frequently simplified by using one-

electron states that take into account the periodic component of the

electron-ion potential. The charge distribution near the junction is

introduced as a slowly-varying potential determined by Poisson's

equation.

In what follows we will make further simplifications:

1. The wavefunctions are expanded in terms of a single band on either

side of the junction.
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2. Schrodinger's equation is separated into two components, parallel

and perpendicular to the junction plane.

3. The eigenstates of interest have energies sufficiently near those

of critical points in the energy band structure on both sides of

the interface.

4. The total energy, E, and the momentum parallel to the interface,

k , are conserved (specular tunneling).

Vz) V(z)

1 2 3
2

EE

z' a b z

(a) (b)

Fig. 1. (a) Electronic potential energy at an interface between two

materials. The motion of an electron in material I is re-

stricted along the z direction because of a potential barrier

at the junction.

(b) Generic potential profile for a heterostructure of three

materials, in which material 2 serves as a potential barrier

to electronic motion along the z direction. As the thickness

of the barrier is finite, there is a non-zero probability

that an electron with energy E can tunnel through it.

Since there is no electrostatic potential parallel to the

interface, we need to consider only a one-dimensional Schrodinger

equation. In this limit (free-electron approximation), the problem

is reduced to solving a one-dimensional Schrodinger's equation of the

form,

h2 d2
2m Z2 + JV-E(Z)

V(z) is the electrostatic potential near the interface, and , is an

envelope function subject, at any interface (see Fig.la), to the

following boundary conditions that guarantee current conservation:

-F(zl) = E(z1) 121
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1 dE 1 I dE
m1 dz zT m2 dz z+

Very frequently, the interest resides in calculating the

tunneling current through a potential barrier of finite width and

arbitrary shape, like the one shown in Fig.lb. It is easy to demon-

strate that the current per unit area, J, can be written as

i = dkzd2k f(E)T(Ez) ( aE ) 141

where f(E) is the Fermi-Dirac distribution, and T(Ez) is the tunneling

probability, defined as the ratio between the incident and transmit-

ted probability currents.

If an external bias V is applied to the barrier, the net current

flowing through it is the difference between the current from left

to right and that from right to left. Thus,

j e fdEzd2klkf(E) - f(E + eV)]T(E,) 15]

4ar hf

obtained after taking into account energy conservation and after

substracting t71 from 161,

eLR = e fdEzd2kI fL(E)[ 1 - fR(E)]T(Ez) 16]

JRL = e 
3  dEzd2k[ 1 - fL(E)Ifr(E)T(Ez )  71

Further physical insight can be obtained by considering the

zero-temperature limit, and realizing that in the free-electron ap-

proximation it is

d2k, = 2  dE, 181

After some simple algebra the tunneling current can be written as,

= = e eVf -eV dEzT(Ez) + fF dEz(EF _E)T(Ez) if CV < E,2 1 2 3  -' -e VII IF 191
2m 3 J dEz(EF -Ez)T(Ez) if eV >

Equation 191 can be readily evaluated as long as the tunneling proba-

bility through the barrier is known.
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TUNNELING PROBABILITY

The tunneling probability is determined by solving Schr6dinger

equation. Unfortunately, analytical solutions can be obtained only

for a few barrier profiles. The simplest one is the rectangular bar-

rier (Fig.2a), that appears in almost every textbook in quantum

mechanics', and which can serve as a first approximation to the po-

tential profile of a thin, undoped, semiconductor, clad between thick

layers of a heavily-doped semiconductor of larger energy gap.

1 2 3

V 
0

eV
2:V11e

(a) (b))

Fig. 2. Rectangular-potential model, (a), used to describe the effect

of an insulator, 2, between two metals, 1 and 3. When a

negative bias is applied to 1, electrons, with energies up

to the Fermi energy EF, can tunnel through the barrier. For

small voltages, (b), the barrier becomes trapezoidal, but

at high bias (c), it becomes triangular. In this case, we

talk of Fowler-Nordheim tunneling.

In the presence of an external voltage V, between the doped re-

gions (acting as electrodes), the barrier becomes trapezoidal

(Fig.2b), and even triangular, if the bias exceeds the barrier height

V, (Fig.2c). In this last case the effective width of the barrier

decreases linearly with V, and we normally refer to this situation

as Fowler-Nordheim tunneling. As in the case of the rectangular

barrier, in regions 1 and 3 the solution of Ill is expressed in terms

of plane waves. In region 2, 0. can be written as a linear combination

of the Airy functions, Ai(z) and Bi(z). By imposing the boundary

conditions 121 and 131 at the two interfaces, the relative amplitudes

of the incident and transmitted waves are determined, from which a

transmission probability follows'.
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Figure 3a shows the current-voltage (I-V) characteristics for a

rectangular barrier 0.2V high and 100A wide, assuming T=OK, and a

Fermi energy for the electrodes of 54 meV. The electron mass in the

barrier was taken to be 0.2mf, (m,, is the free-electron mass). At the

V0=0.29V V .=0.2.V
L=IOOA L=OA ..
E=0.054oV -2 m1=0.2

E M2 0.200 m=0.2 0

0

(a) (b

Z -4

2 _Jz zd

4' ____ 0.020 ' XC
---- 0.067 0-6 /XC

0 ----- 0.200 ----- WKB

0.2 0.4 0.6 0 0.1 0.2 0.3 0.4 0.5

APPLIED BIAS (V) APPLIED BIAS (V)
(a) (b)

Fig. 3. (a)Tunneling current through a rectangular barrier like the

one of Fig.2a, as a function of bias. The thickness of the

barrier is 100A, its width 0.2eV, and the electronic effec-

tive mass in the barrier is 0.2m,. The electron mass at the

metals is varied between O.02m, and 0.2m . The temperature

is taken to be OK, and the Fermi energy is 0.054eV. For

voltages larger than the barrier height the current shows

oscillations due to constructive interference of the inci-

dent and reflected wavefunctions in the insulator-metal

interface (junction 2-3 in Fig.2b).

(b)Comparison of an exact calculation of the tunneling

probability through a potential barrier under an external

bias, with an approximate result obtained using the WKB

method. The barrier parameters are the same as in (a), and

the energy of an incident electron, of mass 0.2m,, is 0.05cV.

electrodes, various mass values were used, between 0.2m_ and 0.02m .

In addition to an expected drastic increase of the current with in-

creasing bias, oscillatory structure is observed at -0.3V and fl.,S7.
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These features reflect an enhanced tunneling probability for

certain voltages and are a consequence of constructive interference

of the incident and reflected waves in region 2. As can be seen in

Fig.3a, the oscillations are most pronounced when the difference be-

tween the electronic mass at the barrier and at the electrodes is the

largest. This interference phenomenon is frequently called resonant

Fowler-Nordheim tunneling and has been observed in metal-oxide-

semiconductor heterostructures 5 and in GaAs-Ga×Al xAs-GaAs

capacitors'.

THE WKB METHOD

In many cases of interest Eq.i11 cannot be solved analitically.

Although, nowadays, computers make it easy to obtain numerical sol-

utions, physical insight is gained frequently by using appruximation

methods that yield expressions for the tunneling probability. The

most widely used is the Wentzel-Kramers-Brillouin (WKB) semiclassical

approximation. Its applicability is limited to those situations in

which the change of potential energy within a de Broglie wavelength

is small compared with the kinetic energy. The method, explained in

detail in many quantum-mechanics books', can be applied to the pene-

tration through a barrier, provided that the energy of the particle

is small compared to the height of the barrier. Although the ap-

proximation is not strictly valid for those points in which the

kinetic energy is zero (turning points), formulas can be derived

connecting a region where E >V with another one where E<V. After

some algebra', it is possible to arrive to the following expression

for the tunneling probability through a potential barrier like the

one in Fig. ib:

T2-- expi - 2f, k'(zld3z1

where

V 2m

This expression is easily applied to the case of Fowler-Nordheim

tunneling (Fig.2c), for which we obtain

eV vE)j 12
1 4 (2m dT(E)- exp - - - _V), -E 1 1121

It is instructive to compare this approximate result with the

exact result for a trapezoidal barrier, as done in Fiq.3b. We see
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that the WKB method gives a reasonable agreement with an exact cal-

culation, except for the oscillatory behavior observable in the lat-

ter. As we have discussed above, this results from interference

between the forward and reflected wave inside the barrier. As the

WKB approximation is a semiclassical one, in which the reflections

at the interfaces are absent, those resonant effects are missing.

THE TRANSFER-MATRIX METHOD

As we know, when the potential V(z) is constant in a given region

the general solution of Eq.i11 has the form

0 (z)=Aexp[ ikzI + Bexp[ -ikz] 1131

with

h
2 k

2

- -=E -V 114]
2m

When E-V >0, k is real and the wave functions are plane waves. When

E-V <0, k is imaginary and the wave functions are growing and decaying

waves. Thus, the overall wavefunction for a step profile like the

one in Fig.1 has a plane-wave form for z,<O and is an exponentially-

decaying wave when z1>0. The boundary conditions [21 and 13] determine

the coefficients A and B, that can be described by a 2 x 2 matrix R,

such that

(A', ( A, [15]

where R is

1 (kIm2 +k 2m)exp[i(k2 - ki)zI] (kjm 2 - k 2mI)expi -i(k 2 + k)z,'
R - 2km 2  \ (k 1M2 - k 2m) exp[i(k2 + k)z 1 I (km 2 + k 2m1 ) exp[ -i(k 2 - kl)z 1 1/

[161

This method has been used by Kane7 for the case of more than one

interface, assuming that the mass of the particle is constant. In

general, if the potential profile consists of n regions, character-

ized by the potential values V, and the masses m, (i=1,2 ... n), sep-

arated by n-1 interfaces at positions z, (i=1...n-1), then

B) = (RIR2...Rn_1) (n 117]

The elements of R, are

I ( I k1+1m, expl i(kl 14  -k,)z 1  118a,
11+ 2k1 m1 +
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Ril12= ( 1 _kj+jm ) expi -i(k,+ 1 +k,)zl 2[18b]

12 ( 1 k1 ,jmj ) expl i(k 1j +kl)zij 118c]R21 2 2kimi+,

22 =2 ( T + ki+mi ) expl -i(k 1, -k,)z1 l {18d]

If an electron is incident from the left (region 1) only a transmitted

wave will appear in region n, and therefore Bn= 0. The transmission

probability current is then given by

T= 

9 

IAnl
2

knmi JA11 2

This method yields an analytical expression7 for the tunneling

probability through a double-barrier profile like the one shown on

Fig.4a (inset). Under certain conditions, a particle incident on the

left can appear on the right without attenuation. This situation,

called resonant tunneling, corresponds to a constructive interference

between the two plane waves coexisting in the region between the

barriers (quantum well). From this point of view this phenomenon is

similar to resonant Fowler-Nordheim tunneling. As we will see later,

there is a basic difference, however, resulting from charge accumu-

lation in the case of resonant tunneling.

The tunneling probability through such a profile for a particle

of mass 0.067m0 is illustrated on Fig.aa. The height of the barriers

was taken to be 0.3 eV, their widths were 50A and their separation

was 60A. As observed in the figure, for certain energies below the

barrier height the particle can tunnel unattenuated. These energies

correspond precisely to the eigen-energies of the quantum well; this

is understandable, since the solutions of Schrodinger's equation for

the isolated well are standing waves. We note in Fig.4a that for

incident energies above the barrier, the transmission probability

reaches one only for certain values, when interference is construc-

tive. These "quasi-levels" above the barrier are frequently called

virtual or resonant levels and resemble the Fowler-Nordheim case

discussed before.

When the widths of the two barriers are different, the tunneling

probability -although showing maxima for incident energies corre-

sponding to the bound and virtual states- does not reach unity. As

pointed out by Ricco and Azbel', this fact may be relevant in the case
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of double-barrier heterostructures that are symmetric in the absence

of any external field, since under bias the symmetry is destroyed.

0

0

-3 -2 i 7

4 4
0 0W cc

-4 50

/:'

zz io

El I I /f _

I- 6 -- -- , /

0.0.00 -a2
0 0!2 .4 0.6 0.05 0.10 0.15 0.20 0.25 0.0

ENERGY (eV) ENERGY (9V)

(a) (b)

Fig. 4. (a) Probability of tunneling through a double rectangular

barrier as a function of energy. The heights of the barriers

are 0.3eV, their widths 50A, and their separation is 60A.

The mass of the particle is taken to be 0.1m in the barrier

and 0.067m, outside of it. The sharp peaks in the trans-

mission probability, below 0.3eV, correspond to resonant

tunneling through the quasi-bound states in the quantum well

formed between the barriers. Broader transmission maxima,

above 0.3eV, are associated with tunneling via virtual states

in the well.

(b)Tunneling probability through a double-barrier structure,

subject to an electric field of 1xlO V/cm. The width of the

left barrier is 5O, while that of the right barrier is

varied between 5OA and 100A. The peak at - 0. 16 o' corre-

sponds to resonant tunneling through the first excited state,

E,, of the quantum well. The optimum transmission i. ol-

tained when the width of the, right ba-rier is -7A, hecajsr

then the degree of "effectivo barrior symmetry' for tunnelinu

is maximum.

Although the transfer-matrix method was de", lopeil or rectanqi I'a

barriersi, it can be generalized to profi]( of arbitrary shape, hy
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dividing it into steps of infinitesimal width. This procedure is

illustrated on Fig.5a for the case of a barrier of height V, under a

bias V. The exact tunneling probability as a function of incident

energy is shown on Fig.5b, along with approximate results obtained

by dividing the actual profile into either two or five steps. As is

apparent, the method converges quite rapidly to the exact result and,

thus, for five steps it is almost undistinguishable from an exact

treatment.

V0 O=0.2eV
L=1OOA

mi=0.067

n -2 m2=0.2
V=O.1V

V0  0

-4

zL~L

0 -6 EXACT
eV - N=2

N=5

_ i , , i J i i L i L

0.04 0.08 0.12 0.16 0.20

DISTANCE ENERGY (9V)

(a) (b)

Fig. 5. (a)Rectangular potential barrier of height V under an applied

bias V (continuous line) and its succesive approximations

by either two- or five-step barriers.

(b] -omparison of the exact tunneling probability versus in-

cident energy through the barrier of (a), with approximato

results obtained by the transfer-matrix method (see text),

for either two- or five-step barriers. The effective mass

of the particle is A.2m in the barrier, and 0.0m outside.

This method can be used to calculato the tunnelino prohabil Ity

through a double-barrier potential like the one of Fi4.4a (inset,

when a finite bias is applied to it. The result, for a selectod enue

of energies, is shown on Fig.Lb, for an electric field of 1( V cm.

The tunneling probability peaks at (I.158eV, correspondinQ to th, E.

resonance. In contrast with the zero-field case (roctanquar ommet-

rical barriers) the probability does not reach one, ao aise of th(

asymmetry introduced by the el(ctric field. 'The the kn'ss of the'
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second barrier can be varied to optimize tunneling, as illustrated

on Fig.4b, where we show results for barriers ranging from 50A to

100A. Although an optimum value is achieved for an -75k width, the

maximum is still below unity.

TRANSIT TIME

We have seen that the tunneling probability through a double-

barrier structure is maximum whenever the energy of the incident

particle coincides with an eigenenergy of the quantum-mechanical

system. When the barriers are infinitely wide those eigenenergies

correspond to the bound states of the quantum well. For finite-width

barriers we can only speak of quasi-bound states, since a particle

localized in the well at t=O can tunnel out of it. The lifetime as-

sociated with any of these states is related to the tunneling proba-

bility near resonance, and, by the uncertainty principle, to the

energy width of the resonance.

We can visualize the resonant tunneling process starting with a

wavepacket incident on the left of a barrier structure like the one

on Fig.4a. (inset). If the packet's energy distribution is peaked

at one of the eigenenergies, the waves are trapped in the well, re-

flecting back and forth between the barriers in such a phase as to

continually reinforce themselves, and leaking out very slowly. Thus,

resonant tunneling is a slow process. The time T it takes for a

particle to leak out of the well can be estimated qualitatively from

the tunneling probability and the number of times the particle hits

the barrier per second. Then,

S w T(E) [201T 2w

It can be shown that this expression indeed corresponds to the life-

time of the state, in the WKB approximation3 , with T(E) given by

1101. It follows also from the definition of T and of the width of

the resonance AE, that TAE=h, which, in agreement with uncertainty's

principle, means that to make a quasi-bound state, we must use a wave

packet of width AE-h/T.

Let us estimate this transit time for a specific case. (onsider

two rectangular barriers 0.3eV high and 30A wide, separated from each

other by 50A. For a particle of mass 0.067m,, the first resonance

occurs when its energy is 0.089eV; the transit time in the WKB ap-

proximation is, using [201, 5.6 x 10' sec. A better estimate car be
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obtained from the width of the transmission probability near reso-

nance, which, when calculated exactly, yields 2.6 x 10-1 sec. Because

of the exponential nature of the tunneling probability off resonance,

a small change of the barrier width affects drastically the transit

time. For example, increasing the width from 30A to 50A increases

the lifetime in the well by an order of magnitude. Similar increases

take place with either larger barrier heights or heavier tunneling

masses.

Although the WKB method gives a longer time than the exact result,

the order of magnitude of both is the samc, confirming the suitability

of that approximation to estimate relevant quantities involved in

tunneling. This conclusion is in sharp contrast to a recent work' that

dismisses the WKB approximation as inappropriate for estimation of

tunneling times.

CHARGE ACCUMULATION

The process of resonant tunneling requires a wave-function

build-up in the well, which for charged particles leads to an accu-

mulation of electric charge. The charge density is given by

Q = TJ[211

where J is the tunneling current density. Although T may vary by

several orders of magnitude for different barrier parameters (width,

height, and effective mass), the values of Q are quite insensitive

to them, since the variations of T are compensated by an opposite

change of the tunneling current.

Before giving an estimate of the charge accumulated in the well

let us calculate the current density under some simplifying assump-

tions. We consider T=OK and voltages such that eV>EF, so that we can

use 191. We write the tunneling probability T(E) near resonance as,

E-(E-eV) 2 1221

] + AE

where T, is of the order of unity and V is the voltage applied to the

center of the quantum well relative to the left electrode. E is the

energy of the quantum state in the well, which we assume to remain

unchanged after the application of the bias (except for the riqid

shift included in 1221). If we now use the definition of the S function

A(x - a)= I 1 1231
n- 1 + n2(x - a)

2
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we immediately gjet

J- m.AE , p-, -V) SE,-eV<E
T, (E -E,+i)~ F e a

3 = ()e sewhere f24! I

We see that in this simple model1 the( current has a voltage

threshold and then increases linearly with bias, reaching a maximuim

when F E'.J-,, that is, when the bias is such that the iuantumr state

coincides with the, bottom of the cuediict~ori b~and of the left

electrode. The peak Val11.e is

'o nseque cn t ly , t he( cha rci a c;um 11la t ia i in tn1 1c 11'.ea wi th

voltage, and reaches a maximuim vali je of

whirhl as aniticipated,' Is cnd-"cndcrit af an 1r ctallraeta

S ince T is- aj proximately one at ian.ceth(a ahnvcecxr5 t ell

uis that the. maximum charge accumurnlated il the' well isf the cJr'ier

of the two-di1mensioneal (21) dens ity : fstt- t imc az the V cmi en, ~
Tb is res;ult is in agreement wi the, chrg tare'd in a 2I -se

f Ile(d up to ani energy E-

RES )NANT TIINNELIN; INS11'Ih Ill .T1 il

Uip to now, we have been discuss -ineq th 1 l' M 1"' 'r,- t inc il- en ucI

resonant tunneling in generail teens,-, wi thout sjc nu ' mutr il a

strctre where thos rocse caIn tb place. :1n the 1ema inn.,

we wi I I focus- an cem ceonduutor beteroutri rt Icsma,! .v a ita

ter ials that have a sign Ifi c,,nt cli scent iniit y yIarertn

Ni. 7071 between the itr conduict in-baud e Ice-u . .Altbaub the e'xl 1,

Vi( wil I I us re'fer to III-V compoulndsc -1in parlt icul ic- ta .AlJ-

(H<x< 11- the concepts are quite aenerall 2 l n prin lpl(e a1 je e a

appi 11cabl1e to o ther mate-r ialiss m

Let uis e-n-uide-r an uinlajal ';aA Is;d-a l2

le(,ter (s t r i tur, w I ic theo t yia it f ti in -,Ie I

in the range 'MA-lilA, clad lcwntil 'K nc' - 'IA': f

tra n t rac , ' be-l anI. i thta~'
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momentum parallel to the interface would not be conserved, and the

current drops drastically. At very high bias, one of the barriers

effectively disappears and the current increases again by Fowler-

Nordheim tunneling through the other.

The first observation of resonant tunneling was done by chanq,

Esaki, and Tsu, in 1974, on heterostructures grown by molecular beam

epitaxy '. Their I-V characteristics showed peaks at voltages near

the quasibound states of the potential well, although the current did

not decrease to values near zero. Since then, the quality of

epitaxial layers made by this technique (and more recently also by

metalorganic chemical vapor deposition) has improved dramatically and

the peak-to-valley ratios of the I-V characteristics have increased

by an order of magnitude ' . It is the intrinsic negative resistance

associated with resonant tunneling that has drawn interest for this

kind of heterostructures as possible high-frequency devices, some of

which are discussed elsewhere in this course.

The number of negative-resistance features on the I-V charac-

teristics depends only on the width L of the quantum well, as illus-

trated on Fig.7. The figure shows the characteristics of three

heterostructures whose barriers are in all cases 1O0A thick, but the

width of the well, ranges from 40A to 60A. The uppermost curve re-

flects the existence of only one quasi-bound state in the 40A well,

while the lowest one proves the existence of two localized states for

60I. From the voltage at which the negative resistance occurs it

is in principle possible to find out the energy of the quantum states

E,, and E , and, consequently, to get information on effective masses

and barrier heights.

If the two barriers are identical, the energy of a quantum state

is, to very first approximation, half of the total v(eltage at which

its resonance occurs. In practice, the situation is much more com-

plicated, since part of the applied vottage drops at the electrodes

(that have either accumulation or depetion regions) and since charge

may be trapped in the barriers, that distorts the li)tentlal profile.

Moreover, the charge accumulation in the well that accompa)n rs reso-

nant tunneling produces an additional, and significant, deviuition ,ft

the ideal linear profile. only when all t(se factors are taken i nt'

account it is possible to calciilate realistic c.rrent -tl tager char-

acte'ristics that agree quantitat ively with 'xpe rim-ntal reults

Although s() far, mi)t ()f ih, i n i ;,)nant t uinilin is

ii is ~it(, ai'in lot cons, h hs lie foIj ben 11)1""1

iY ,!iniii t ly in ;a xAlA-;aA,-ia. A ,As, ,..in'ii :( . t
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p'-electrodes12 . The reported I-V characteristics show at moderate

temperature (T<250K) a set of negative-resistance features associated

with resonant tunneling of light holes. The resonant contribution of

the heavy holes is much smaller, because of the narrower resonance

in T(E) (see Eq.1251). so that their presence can only be detected at

low temperature, once the thermionic current disappeared.

T=77K
L

C L =404-L7 L

504

0

E0 x20

0 0.2 0.4 0.6 0.8

VOLTAGE (V)

Fig. 7. Experimental current-voltage characteristics for three

double-barrier Ga.,Al,,As-GaAs-(;a,Al 4 As

heterostructures that differ only on the width, L, of the

quantum well, ranging from 40A to 60A. The width of the

barriers was in all cases 100A. For a 40,A well only the

ground state is bound, while for 60A two levels are confined

in the well, as illustrated by the presence of either one

of two negative-resistance features in the I-V character-

istics. The characteristic for the 50A well is intermediate

between the other two, with the excited state marqinally

bound under an external bias.

In addition to resonances associated to- quasi-bound states, the

I-V characteristics of heterostru(turks i ke, ths ones of Fiq.- miqht

have, at high bias, features indicative ()f rtoonant tonnel ino throlioli

virtuial itates above the barriers. As w, will di sc:iss later, i iqh-

o nergy states have been observed but it- sociqin ha1s boe(n at t l'ited

to a different potential profile ' . '1r'," '.'y to,-ent y, im lqi,

175



observation of virtual states has been claimed, in In, ,Ga , As-InP

double-barrier structures" .

RESONANT TUNNELING VIA LANDAU LEVELS

As discussed above, resonant tunneling occurs in double-barrier

structures whenever the energy of a quasi-bound state of the quantum

well is between the Fermi level and the conduction-band edge of the

electrode that supplies the electrons. The width of the resulting

triangular I-V characteristic is, therefore, of the order of the Fermi

energy. This is a consequence of the constant density of states in

the well, parallel to the interfaces. The presence of a strong mag-

netic field parallel to the tunneling direction has a deep effect on

that density of states and consequently on the resonant tunneling

process.

The magnetic field quantizes the electronic motion perpendicuiar

to the tunneling direction, in both the electrodes and the quantum

well. Their energy spectra are then given by

E= (N + I ) 12
2

where N (N=O,1,2 .... is cal led the landau- Ievel index, and /02 is

the cyclotron energy (w, = eBm), which in principle can be different

for the various layers. The situation is illustrated on Fig.H, where

we sketch the dispersion relation of the left electrode and, for

representative voltages, the one-dimensional density of states in the

well.

The conservation of momentum parallel to the interface reqires,

in the presence of a magnetic field, the conservation of leve, index

N. In other words, electrons that in the electrode are in the i-th

level, can tunnel only through the i-th level in the well. The

threshold voltage for resonant tunnelinq becomes new

eVtj, < E, -EI, + I[,l

where ,"-' is the cyclotron frequency in the well.
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kx

Fig. 8. Dispersion of the electrode subbands in the presence of a

magnetic field in the z direction, and density of states of

the quantum well for representatise voltages, for a

heterostructure like those of Fig.7. (i) corresponds to V=0;

(ii) to the case when resonant tunneling via Landau levels

occurs, and (iii) to larger voltages, when momentum conser-

vation prohibits tunneling. (After Ref. 15.)

Beyond the threshold voltage the current increases fast ini-

tially, but, since the one-dimensional density of states is sharply

peaked, a higher voltage does not increase further the current, which

remains constant until the state peaked at N=1 coincides with the

electrode Fermi energy. Then, more electrons can tunnel via this new

state and the current increases again. The process continues until

ultimately the Landau levels in the well pass through the band-edge

of the electrode and tunneling cannot be sustained. When the effec-

tive electron mass at the electrode is the same as in the well, the

shift of the N=O level with magnetic field is the same on both re-

gions, and the voltage for negative resistance is independent of

field. However, when the masses are different, this voltage shifts

by an amount f(wt_ wf )/2 , where w,'.1 is the cyclotron frequency in the

electrode.

Ideally, the tunneling current in a strong magnetic field should

be characterized by a series of steep rises followed by plateaus, and

a final sharp drop to zero. In practice, these features are expected

to be smoothed by Landau-level broadeninQ that results from scatter-

ing, thickness fluctuations, etc. In Fig.9 we show experimental
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values of the conductance for a GaAIAs-GaAs-GaAlAs heterostructure

at various magnetic fields 5 . The zero-field curve reflects the

quasi-triangular shape of the I-V characteristic. When the field

increases beyond -3T, oscillations are apparent at voltages below the

negative-conductance region. At higher fields, their amplitudes in-

crease and they shift to higher bias until they merge with the prin-

cipal minimum, whose position remains unchanged. Finally, at fields

above 20T all the oscillations have disappeared and the only signif-

icant effect is a change of the lineshape relative to the zero-field

conductance.

0.14

160T 0C
0.12

1= 3 2 1 0
o>

Ga.wA CAsG,-G0 6Ai.A heeotutre/o ai

L.)

manei 7.1ds Th votg rp ewe nelcrd

i 0.10

tohlfo etta!otaebewe th woeetrds

0 1 e 0.2 0.3 0.4 0 0 5 0 1 5 2 0

TOTAL VOLTAGE (V) MAGNETIC FIELD (T)

Fig. 9. Conductance vs total voltage applied for a 100 to-40-100X

Ga. 6 )A10 4 0As-GaAs-Ga0 6Al,,)As heterostructure, for various

magnetic fields. The voltage drop between an electrode and

the center of the quantum well is half of the total voltage.

The traces shown were taken at 0.55K. (After Ref. 15.)

Fig. 10. Position of the negative conductance minimum (open circles)

in Fig.9, and of the field-induced minima (closed circles)

as a function of magnetic field. The quantum index N of

each series is included. The voltages plotted correspond

to half of the total voltage between the two electrodes.

The solid lines correspond to a least squares fit to

Eq. 1291 in the text. (After Ref. I5)

For a given magnetic field, the onseot o)f each oscill(at ion cor-

responds to the alig4nment of a Landau ie in the well with the

el1ect rode Fe rmi energy. 'rho- co)nduct an - dip-; ccires n t ir 54 ens he-

tween Landaui levels, where the one-dimos -i~nal dens ity -f 1tte1i

minimal. Thus, we see on Fiq.(4 that it 1,41 tht, cecc-u lmc(st
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reaches zero at -0.2V, as qualitatively predicted above. However,

at lower fields the dips are smaller because of icvel b. cid-"ng.

The fact that the position of the negative-conductance minimum does

not change significantly up to the highest field indicates that the

2D and 3D effective masses are the same. Indeed, we can determine

directly the 2D mass from an analysis of the voltage of the oscil-

lation, as in Fig.10. The minima, represented by circles, lie on

straight lines, each of them corresponding to a given magnetic level.

From a fit of the data to the expression

2F)1

eVm = Et - EF + (N + 1) 'C, N = 0, 1 2, . 291

we get directly the effective mass and the Fermi energy t the

electrode, since E,, is known from the voltage of negative-conductanc:e.

For the example of Fig.9 a value m=(.O6+_0.002)m,, was obtained, in

good agreement with the effective mass of bulk GaAs, 0.U67m . The

small discrepancy may be due, as pointed by (;oldman et al.', to the

fact that in the analysis of Fig.10 the voltage drop in the electrodes

was ignored. Although we have discussed only the conductance oscil-

lations as a function of bias for a fixed magnetic field, similar

effects are obtained keeping the voltage fixed and sweeping the field.

Magnetotunneling experiments have also been done for holes;

however, no conductance oscillations were observed, even up to 221'.

The only noticeable effects were shifts of the negative-conductance

structures, suggesting drastic differences in the 2D and 3D effective

masses. Since both light and heavy holes contribute to resonant

tunneling at low temperature, a change of their character during the

tunneling process may be responsible for the shifts observed.

TUNNELING THROUGH INDIRECT-GAP BARRIERS

Until now we have assumed that the total wavefunctions can be

expanded in terms of a single band on either side of a heteroiunct ion,

and that the eigenstates of interest have energies close to the same

critical point in the energy-band structure on both sides of the

interface. In particular, for the examples discussed above we have

been referring to states near the I' point, in both (;aAs and

(;a,-AlxAs. While this assumption may bc correct for small x, when

other critical points in the conduction band have much larger enerqy

than I', for x _0.40 it may fail since then the energy of the X point

E, is comparable in energy to that of I, E, . For x<o. u5 E, < E, and

-a _,A xAs becomes an indirect-bandgap semi(cndu(-tor.
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The question that arises then, is the following: A~ 1 electron

that encounters a potential barrier whose minimum height 1is, deter-

mined by the X point (above which is 1r) , what barrier does it "feel",

the X or the I' barrier? The s ituat ion is sketched on FiA for a

double-barrier heterostructure but the question is equally meaningfull

for a single barrier. This problem has been considered experimentailly

by doing tunneling measurements on Ua,.Al As-;-aAs-; a _, AlI As

structures subject to hydrostatic, .rsue At atmospheric, or low,

pressure the X point of Ga,,AlxAs is higher in energy than the cor-

responding F point. However, at a critical pre-ssure pi , that depends

on x, a X-r' crossover occurs and it even higher pressure- (;a,,AlxAc

becomes an indirect-gap material. For (,, Al A.- p is3 5kbar.

17 F

x x

Fig. I1 I Potential prof ile for a i._

heterostructure for x thiP t a AlXA. -an cuc*~-

material. The direct-indirect tranisltiu)n tallke. iu>

atmospheric pressure for x- 17u1 a> l Q ~i- p x X<1_

the transition can he ird-no*(d 1,1 ipj 1'vpn ii stuJr
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electronic mat ion, and tunnelinog thr-1uqh it takes P11" "*I th.

Fowler-Nordheim regime.

Ujsing Eq4.1121 we eaisily obta"in

d(Il =-i.()85 C" II M) + -

dp v 2 c~ i

where the mass is in units of the free(-c lectron masthe _ ef'jut cc

height of the barrier V, is in (e7, it' w idth di is in ainqytroms. 1!1(

the voltage drop accross it is in Volt-. From Eq.ji lo ind the dIatai

of Fig.12 we obtain the effective mass foe- tanneing4, for pr.<ss iris
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above 4kbar. The deduced value, m -0.18, is significantly larger than

the effective mass at the I point, but is in reasonable agreement with

the mass value at X. This confirms once more that tunneling proceeds

through the lowest potential barrier.

Those pressure experiments have also provided information about

another important question: What potential profile determines the

energy of the quantum state E,? Below the critical pressure a profile

derived fully from the I' point seems appropriate, but the situation

may be entirely different at higher pressures, when a considerable

amount of band mixing may occur.

The pressure dependence of the voltage at which resonant

tunneling through E,, is maximum is plotted on Fig.13, for the same

heterostructure described above. This voltage decreases monotonically

with pressure, but, in contrast to the results of Fig.12, no change

in slope is observed above 4kbar, implying that the quantum-state

energies are determined by a profile that preserves symmetry, in this

case that of '.

RESONANT TUNNELING VIA X-POINT STATES

In the previous section we have considered the effect in the

tunneling probability of the Ga1 _xA!xAs X point, once it becomes the

bottom of the conduction band. However, nothing was said of the po-

sition of the X point in GaAs, except that is significantly higher

than r. A sketch of the X-point energy as a function of distance,

shown in the inset of Fig.14 for the extreme case of AlAs-GaAs-AlAs,

reveals that in such a profile the roles of well and barrier are re-

versed relative to a F-profile. At X the electronic states are lo-

calized in AlAs wells, and confined by GaAs barriers, as confirmed

by luminescence experiments".

Recently, it has been demonstrated that electrons that have a F

character in the GaAs electrode, can tunnel resonantly via X

states" ," . The I-V characteristics seen on Fig.14 correspond to a

AlAs (50A)-GaAs (20A)-AlAs (50X) heterostructure, in which the

ground-state of the system has an X character. The tunneling current

shows a weak feature at -0.16V and then a plateau at -0.34V, corre-

sponding to resonant tunneling via E" and E), which are degenerate

in the absence of an external bias. At very high bias, submerge.d in

a strong background of non-resonant tunneling current, there is a

faint structure (see Fig.14, inset (b)) associated with resonant

tunneling via the only quasi-bound I state.
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Fig. 14. Tunneling current for a 50A-20A-50A AlAs-GaAs-AlAs struc-

ture, as a function of voltage. The X- and [-profiles are

sketched in insert (a), with their lowest-energy quantum

states. The I-V characteristic shows features associated

with the first two X-profile states. At high bias, the

current (see insert (b)) exhibits a weak feature related

to resonant tunneling via the first F-profile state. (After

Ref. 19.)

Fig. 15. Potential profile (top) of a heterostructure grown along the

<100> direction, and the constant-energy surfaces (bottom)

relevant to tunneling through the X-point barrier. The

Fermi sphere of the GaAs electrode is at the F point. The

three ellipsoids represent constant-energy surfaces at the

equivalent X points of Gal_×Al×As. Electrons from the

electrode can tunnel through Ga1_xAl×As via states near the

X point, conserving momentum parallel to the interfaces.

Specular tunneling occurs only via the ellipsoid along the

(1001 direction; the effective mass for tunneling is then

of the order of m0. Inelastic tunneling takes place through

the other ellipsoids, with a lighter mass, -0.2m,.

Since X is lower in energy for AlAs than for GaAs, it follows

that a single AlAs film between GaAs electrodes could provide elec-

tronic confinement. The I-V characteristics of such heterolayers have

indeed shown features that can be interpreted as resonant tunnelnu.
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The results are not conclusive, however. As the electrons collectcd

in the GaAs electrode have a r character, one could think in terms

of a [ X-I" profile, which might give rise to resonant Fowler-Nordheim

tunneling, and to negative resistance. Although only the X-point

state would exist in the absence of an external electric field, the

measurement of the current at a given bias cannot distinguish one

effect from the other.

()ne of the basic assumptions so far has been that both the total

energy and the momentum parallel to) the interfaces are conserved in

a tunneling process. Since Y is at the center of the Bri11Icuin zone

and X is at the edge, along the (''(I) direction, how valid is that

assumption in the case of X-point tunneling? The answer is that for

tunneling along the (001) axis -which vs the case for all the examples

discussed here- parallel momentum can be conserved even w.he n g)ing

from F to X.

Figure 15 can help to clarify thi s ,oint. The Fermi sph'-re of

the (GaAs electrode is centered around the IV point, on the lower part

of the figure. In (;aAlAs there are- thr-e ,Ilis-oids, ech centercd

around one of the three equivalent X [i-ts. F)r two -f tiem

k, = kx, which is much larger than the Fermi wavvet<.r, k. , and

therefore parallel momentum cannot heu cnserved. )n the other hand,

for the third ellipsoid, with its Ion axis along the tunnel ing di-

rection, k, can be smaller than k:. , c(onserving momentum. It follws

also that the effective mass for tunneling via this ellrpsoid is

heavy, of the order of the free-electron mass for (;a1 _ AlxAs.

If the momentum conservation law is relaxed becaise of elci tronic

scattering (due to impurities, phonons, sirfaco roughness, etc.)

Then tunneling can proceed via the other ellipsoids, through which

the tunneling probabiliLy is much larger because their effective mass

along the tunneling direction is lighter, - 1l.2m . The results men-

tioned above on the effect of pressure on the I-V characteristics with

indirect-gap barriers, yielding e tunneling mass of u0. 18m , indicate

that indeed scattering processes are dominant. A similar conclusion

can be drawn from the experiments of Base et al. and Solo mon et

al .21

PES(ONANT TIINNELINI, VERSUS SEI)[JENTIAL 71NNELIN(I

Tle focus of these lectures has been isun nt tucn n

double-harrier semiconductor het crestrio'tires , a hen ni V -us I.

have seen- that assumes phase coheren(e and loads t neuQtv-

r(esistance effects that ar( measired xIeirimntuil1. In I a Ivst m,
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scattering is unavoidable and therefore the question arises, up to

what point is it valid to talk of resonant tunneling?

As shown by Stone and Lee
-,2
, the effect of inelastic scattering

on tunneling resonances is to decrease the peak transmission. The

extreme case occurs when phase coherence is completely lost. Then

we should talk about sequential tunneling through the two barriers,

rather than resonant tunneling. Luryi has lucidly discussed this

point', demonstrating that for negative resistance to exist only a

quantum well is needed, and, therefore, the second barrier can be

infinitely wide--
.

The material parameter that determine.s which of the two mech-

anisms dominate is the barrier width. We have seen that resonant

tunneling implies charge accumulation in the well and a long tracersal

time T. If this time is much shorter than the scattering time in the

well, resonant tunneling may be dominant. In the opposite cas,
,

tunneling is sequential. Since r increases exponentially w.ith tn,-

barrier width (see eqs. 1121 and 12())) onlv for thin barriers .,e ran

properly talk of resonant tunneling. However, the concepts ill s-

trated in these lectures are equally applicable to both mechanisms.

The only basic difference between them is that the qia ntity T , in-

troduced in Eq.l221 to represent the tunneling orobability nar "re-

onance", will be of the order of unity in one limit (resonant

tunneling) and of the order of the tunnel ing probability through a

single barrier2 in the other (sequential tinneling).

Information about T,, can be obtained from a comparison of tic

measured current densities and those predicted theoretically. Fur

example, for the heterostructures dloscrbihod in Pif. 7, with 1, A

barriers and a 40A well, the current density at resonance is

A/cn'. Using a WKB expression (trapezoidal barrier for the trans-

mission probability that enters in E1.12(11 the lifetime - isestmatcd

to be -4 x Ic-s, and, therefore, the width of the resonance is

-2 x 10- eV. The ideal current density f,,r specular resonant

tunneling would then be (see Eq.1211) J ,3(LA cm
2 , which is much

larger than the experimental value, indicating that, indeed, scat-

tering is very important. This is understandable, since the tn

spends about 4 ns in the well before leakinq out of it. ''n the ,th I

hand, the sc(attering time if und ad A10A at iK i at most A L

thus, an electron suffers many ('11 i ililiS during ti ' thinni,1 it ' 10 -

oF.-'nr a puroly s'lqlent a] tunnl linu ci ,,nt T wiid b ld 1 5, ippi-xi-

rmtely th- tunneling prlo)ah ilit" throiqh o 11111A hairi-r, - x 1I,-'

This value is an order of magnitlid' smlra 1,r1 tiaon tili t It f ex l-

im'ntil t- thioretical ciurrent di(,iislt 1, ii, lt r'f, s lqu'5t5 iii
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tunneling is not fully sequential and that a small degree of coherence

is preserved.

CONCLUSION

The main objective of these lcturcs has been to give a basic

understanding of the physical concepts involved in resonant tunneling

in semiconductors. Thus, the path has proceeded from the simplest

idea, of tunneling through a potential barrier, to complicated prc-

files that cannot be described in terms of a potential configuration

derived from a single critical point of the Brillouin zone. By going

from the simple to the complex, we have moved from areas that are

reasonably well understood to regions that are still under active

research. In the spirit of a tutorial lecture, the emphasis has been

more in choosing selective examples that illustrate a physical con-

cept, rather than in reviewing the specialized literature. However,

a certain bias in selecting those topics will not be denied.

A second goal has been to provide numerical methods to evaluate

tunneling probabilities and current densities, and to get simple an-

alytical expressions to estimate quantities that can be measured in

the laboratory. By comparing different methods and approximations I

have tried to give a feeling for their usefulness and range of va-

lidity. Most of these tools are not original, and can be found

scattered in the literature in one way or another. But, if as Wigner

stated, "each generation of physicists has to rediscover guantum Me-

chanics by themselves", I will be happy if I have saved somebody part

of the time I spent in "discovering" it myself.
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LANDAU LEVEL DENSITY OF STATES FOR 2D ELECTRONS

E. Gornik
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A-6020 Innsbruck, Austria

1. INTRODUCTION

In a 2-dimensional electron system (2DES) a magnetic field

perpendicular to the plane of electrical confinement leads to full

quantization of the electron motion. The energy spectrum consists of

sharp Landau levels (LL) separated by the cyclotron energy L .
C

In a real system the LL are broadened due to scattering by

impurities, phonons or other scattering mechanisms. In the simplest

approximation the levels are described by a level width F. In the case

of high magnetic fields, where hw >> F. real gaps appear between thec

LL. This leads to an oscillatory structure of practically all physical

quantities as a function of the magnetic field.

The most fundamental quantity underlying all these physical

properties of the system is the form of the density of states D(E).

Experimental investigations on the D(E) of 2D electrons in GaAs have

first been performed with thermodynamic techniques: From specific heat

measurements' a Gaussian density of state on a flat background was

determined. From the analysis of the magnetization2 an increasing

Gaussian level width with magnetic field was found. Temperature

dependent resistivity3  measurements reveal also a magnetic field

dependent Gaussian density with a flat density of states between LL.

Similar results were obtained from capacitance experiments4 .
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A complete theoretical description of D(E) has not been performed

until now. Diagrammatic
5 '6 as well as path integral.S

'9 techniques have

been used to calculate D(E). In the self-consistent Born

approximation6 * 10 a semi-elliptic form of D(E) without background is

obtained. Using a path integral technique within lowest order cumulant

expansion Gerhardtse obtained a pure Gaussian D(E) for long range

potentials. Exact results have been obtained by Wegner
8  and Brezin et

al. 9  for some restricted types of short range scattering distributions

for the lowest LL. For a white noise potential a Gaussian D(E) is

obtained. A Poisson distribution of scatterers (with nonzero higher

order correlations) yields a peak density of states at the center of the

LL and a weakly decaying D(E) towards the next LL. In a very recent

paper Gudmunsson and Gerhardts" *
12 introduced a statistical model for a

spatially inhomogeneous 2D-electron gas, which simulates the effect of

Poisson's equation and some essential properties of self-consistent

screening. The model yields an effective background density of states

between LL with a few % of inhomogeneity.

It is the aim of this paper to give an overview of the present

understanding of the observed form of D(E). The results from

thermodynamic techniques will be critically compared with conductivity

and capacitance techniques. Additional information on D(E) is obtained

from cyclotron resonance studies"
. A correlation between the cyclotron

linewidth and the backgrond density of states is found. For integer

filling factors the linewidth is inversely proportional to the square

root of the zero field mobility. The LL density of states influences

also relaxation phenomena. From cyclotron resonance saturation

experiments an oscillation in the inter LL lifetime with filling factor

is found.

2. SPECIFIC HEAT

A direct method to determine D(E) is the measurement of the

electronic specific heat given by

W

C = ( V= a- E D(E) f(E.EF) dE ()
0BV
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where f(E.EF) is the Fermi distribution function. An externally induced

temperature change leads to a reordering of the electrons. The heat

capacity is proportional to D(E) at the Fermi energy, sampling localized

and delocalized states.

The first calculation of the specific heat in 2D systems was

performed by Zawadzki and LassnigI4 . They assumed a Gaussian density of

-E2/2F
2

states D(E) Z e - independent of the magnetic field. Two

contributions to the specific heat are found: intra- and inter-Landau

level contributions. Results for a level width F 0 = 0.25 meV are shown

in Fig. 1 for two temperatures. The intra LL contributions lead to an

scillartory behavior with a vanishing specific heat at integer filling

factors. The filling factor is defined as v = n5-2Y12 (neglecting spin

splitting) with n the electron concentration and I = 47W the

cyclotron radius.

The inter-LL contributions appear as sharp spikes at the position

of integer v-values. These spikes are only present at low magnetic

fields and "high" temperatures where kT is comparable with the LL

splitting. At the lower temperature (dashed curve) the inter-U peaks

have disappeared. The intra-LL contributions for a given filling factor

depend on kT/FG. A maximum is found for kT/FG Z 0.2. which means that

the specific heat is not sensitive to rG in this range.

15 Cet
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I f,o , !, /I

I I I I

,l ,,I J
5iI 6K, IU! i

0 20 40 60 80 100
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Fig. 1. Specific heat of 2D electrons versus magnetic field for two

temperatures after Ref. 14. Full curve: T = 6 K: dashed curve:

T = 1.1 K, n. = 8.0 x 1011cm-2, r= 0.25 meV. A1 = I/w-(eB/h).
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A heat pulse technique was applied to determine the electronic

specific heat: In this technique a short heat pulse heats the sample

adiabatically. The thermal time constant of the system has to be

considerably longer than the heating pulse. The thermal isolation was

achieved with thin 5 to 10 pm diameter superconducting wires. The change

in sample temperature was measured with a Au:Ge film, a thin Ni-Cr film

served as a heater. A detailed description of the experimental set-up is

given in Ref.1s

The experiments were performed on two different multilayer

materials. In this paper results on a sample consisting of 94 layers of

220 A GaAs and 500 A GaAlAs will be discussed. The mobility at 4.2 K was

80.000 CM
2
/VS. and n = (7.7 + 0.3) x lO1 tcm -2 . The total sample

thickness was 20 gm.

Fig. 2 shows the observed temperature change expressed as curves AR

versus the magnetic field for three temperatures as obtained from

averaging over 10 runs. The applied heat pulse raised the sample

temperature by the values indicated as AT. The dashed curves ARF show

the backgrond dc-resistance variation of the detector film on an

extended scale. Oscillations of the sample temperature are clearly

observed. The temperature changes are most pronounced for integer

v-values which represent the number of fully occupied LL. The v-values

are determined from the oscillatory conductivity measured on the same

sample before being thinned down, shown as dotted curve p.xy

The size of the AR signal is proportional to the rise in sample

temperature. The data show that the sample temperature is higher for all

integer v-values at T = 2 K and up to v = 4 for the higher temperature.

At lower fields (v > 4) peaks with opposite sign are observed for T

4.2 and 5.0 K. From a qualitative comparison with the calculations we

can identify the behavior at higher fields as due to intra LL

contribution and the peaks at lower fields and higher temperature as due

to inter LL contribution (see Fig. 1).

From the experimental data the form of the density of states can be

determined by comparing the observed temperature change with

calculations of AT. The main influence on AT comes from the form of the

electronic specific heat Ce (T.B,F) which is calculated using different

types of model density of states. In Fig. 2 the T = 2 K data are

compared with a) a Gaussian density of states
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D G(E) = (Ire2 )- 2(2/.r) I' exp[E - Xn)/2r ]2  (2)
n

and b) a Gaussian with background

DGB(E) = DE)(1 - x) + (01 2 (X) 6(E) (3)
C

with X = h ci (n + 1/2) and x is the percentage of background states.

FILLING FACTOR
10 8 64

. j. I. [ " ..... I

A -0 0.0 K

0 1 2 3 , 5 6 7 8 00 6

4 4 2

MAGNETIC FIELD [T1" MAGNETIC FIELD E T]

Fir. 2. Temperature change measured with the Au:Ge film versus magnetic

field (curves AR). for a heat pulse rising the sample tempera-
tur byAT(ARF change in d.c. detector resistance). The

resistivity Pyis also plotted for T = 2 K. Theoretical
calculations for a pure Gaussian levelwidth (T'c) and a Gaussian

wihbackground (roB) are also shown for 2 K.

Fl . 3. Comparison of calculated and experimental C 1 for a sample with

9layers (described in the text) vs. magnetic field at 4.2 K:
re1: experiment; curve 2: = 0.6 meV-V. x = 0.2;

ure3: F0 = 0.75 meV. x = 0; curve 4: rG = 1.5 meV, x = O
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The levelwidth F is defined as total width at half maximum which

correlates to r as: r = 2.4 x rG . The resulting temperature change

(including the behavior of the background) is shown in Fig. 2 by the

full (denoted GB) and dotted (denoted G) curves. It is clearly evident

that the curve GB fits the data considerably better than curve G. The

flat part of the AT curve at T = 2 K is the direct evidence for the

existence of a flat background density of states. The pure Gaussian

DG(E) results in a sharp spike-like change in AT even if we increase rG
considerably. It has been shown previously, that a Lorentzian density of

states does not fit the data'.

The next question is whether FG is constant with B or not. Other

experimental techniques give evidence for a magnetic field dependent

level width 2 3 '. The influence of different level widths on Cel is

shown in Fig. 3. The experimental result (curve 1 for T = 4.2 K) is

compared first with a magnetic field independent Gaussian width rG =

0.75 meV (curve 3) and FG = 1.5 meV (curve 4). It is evident that inter

LL peaks are very sensitive to ra, while intra LL peaks at high field

are not. As a consequence the data are consistent with a magnetic field

dependent FG . The best linewidth fit to the data is achieved at B Z 2 T

where inter LL contributions are dominant, giving F C= 0.75 meV. A good

fit over the whole magnetic field range can be achieved with rGB = 0.6

meV x V (B in T) and a background of x = 0.2 (curve 2). The VT

dependence was taken as used in Ref. /2/. If we try to fit the sample

with 172 double layers described in Ref. /1/ with a magnetic field

dependent width we obtain FGB = 0.9 meV x VT and x = 0.30.

Summarizing the specific heat data we can state that there is clear

evidence for a Gaussian density of states at the positions of the LL.

sitting on a flat background. The analysis of the experiments is

consistent with a vV dependent Gaussian width. However, due to the

rather weak sensitivity of C 1 to r G at higher magnetic fields, this

result relies more on other experimental techniques.

3. MAGNETIZATION

Another thermodynamic technique to determine D(E) is the

measurement of the magnetization of the 2D electron gas. The

magnetization is given by
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M F) with
n ,

S

1F -.fD(E) ln(+ e- (E - EF)/kBT) dE (4)

where F is the free energy. At absolute zero, both the Fermi level and

the magnetization exhibit a saw-tooth oscillation periodic in the

inverse field, with discontinuities at integer filling factors. The

magnetization oscillations are of constant amplitude M = nsAu . where A0
is the sample area and P the effective Bohr magneton. The first

calculation of M for a Gaussian density of states was performed by

Zawadzki and Lassnig1 6 . A comparison of the calculated shape of the

magnetization oscillation with the behavior of the Fermi level for a

multilayer sample (sample with 172 double layers) is shown in Fig. 4 for

a pure Gaussian r and a Gaussian including background FGB level width.

It is clearl evident that a pure Gaussian level width will always show

a steplike behavior at high magnetic fields. The main effect of the

background is to flatten the steps. With increasing level width the

amplitudes of the oscillations are strongly reduced.

40

0.5 20

-0.

MAGNETIC FE D IT I

Fig4. Normalized calculated magnetization M/N and Fermi level for a

sample with 172 double layers of GaAs (200 A) and GaAlA& (200 A)

with ns = 6 x 1011cm
-2, . = 40 000 cm2/Vs vs. magnetic field

at 1.5 K. Full curve: r. = 1.04 meV, x = 0.25; dashed curve:

rG = 1.04 meV. x = 0.
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Successful measurements of the magnetization were performed by

Eisenstein et al. 2 . An extremely sensitive capacitive technique was

developed to measure the torque of the sample due to the change in the

magnetic moment1 . In this paper we only will discuss the results: Fig.

5 shows the maximum amplitudes of the de- Haas-van-Alphen oscillations

normalized by the ideal amplitude M versus magnetic field. The solid0

lines represent calculations with a magnetic field independent Gaussian

DG(E) with 1G = I meV and 2 meV. The data are plotted for two samples: A

CaAs/GaAIAs multilayer (50 periods. V 4.2K = 8.0 x 104cm 2/Vs, ns = 5.4 x

101 1cm - 2 ) and a single layer heterostructure (p .2K = 2.85 x 105 cm2 /Vs

and ns = 2.7 x 101 1cm-2 ). It is evident that a constant FG cannot

account for the observed behavior. The best fit for the multilayer

sample is obtained with FG  = I meV-V(T) shown as dashed curve. No

background density of states is assumed.

The data can also be fitted with a reduced FGB = 0.8 meV-(7i and

a background density of x = 20 % shown as curve denoted rGB. The fit is

quite good up to 4 T but deviates for higher fields. The single

heterolayer sample has a somewhat smaller width. The data are fitted

with x = 10 % and FGB = 0.65-VFiI. However, the fit with background is

not as good as without background. Unfortunately the method has only

0.3 1mev 2mev'

,ieve'vrp0.2 '7E /
E

E0 /
0

0.1

08 2 46

MRGNETIC FIELD (T)

Fix. Normalized dHvA oscillation amplitude vs. magnetic field after

Ref. 2; multilayer: full circles, single layer: square. The

curves are calculated with F G-values indicated and GB

= 0.8 meV-VATi . x = 0.2.

196



been applied in a rather narrow magnetic field range. It should also be

noted that this technique is most sensitive when the LL filling is of

integer values. Under this condition the maxima in amplitude appear.

4. MAGNETOCAPACITANCE

The capacitance of a metal-insulator-semiconductor structure

depends on the thickness of the insulator, on the density of states in

the semiconductor and on material parameters. Capacitance measurements

seem to be a straight-forward method to obtain direct information on

D(E). A variation of the magnetic field results in oscillations of the

magnetocapacitance measurements which directly reflect changes in D(E).

In a first attempt Smith et al.'a tried to deduce D(E) from

magnetocapacitance measurements in GaAs/GaAlAs heterostructures. They

analysed mainly the minima of the oscillations at 1.3 K; however, the

method failed for fields higher 1.6 T due to strong contributions of

non-capacitive signals. Recently Mosser et al. have investigated the

magnetocapacitance in the same system up to fields of 8 T analysing only

the maxima, thus extracting informaton on D(E) for half filled LL.

Fig. 6 shows the capacitance data at different temperatures (full

curves) for a sample with n = 2.25 x 101 1 cm- 2 and Wi = 220.000 cm2 /Vs.

Strong oscillations are clearly observed with minima at integer filling

factors. From a critical analysis of the experimental situation only the

maxima of the capacitance can be used to determine D(E). since only for

half filled LL the capacitance is well defined and the signal remains

mainly capacitive.

The experimental results are comIpared with calculations using a

Gaussian density of states with background DGB(E). The fit shown in Fig.

6 assumes FG  = 0.3 x V meV and x = 0.13 (corresponding to

D(background) = 3.9 x 109 cm-2meV-1 . At all investigated temperatures the

calculated maxima are in good agreement with the data for fields up to

5 T. However, the fit is not as good for a filling factor of v = 1. The

analysis of a sample with nearly the same density and a mobility of p =

800.000 cm2/Vs yields a Gaussian width of FG = 0.25 x vA meV and a

reduced background of x = 0.07. It is stated in the paper 4 that a

constant background is even not necessary to fit the data. The obtained

Gaussian width F on the other hand does not seem to depend critically

on the mobility. The result of the capacitive technique is a weakly
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mobility dependent FG for half filled LL.

Most recently the capacitive technique was also applied to

GaAs-heterostructures by Hickmott et al.19 and Smith et al.20 . An

oscillating density of states is revealed with residual density between

LL. Even an indication for density of states oscillations in the

fractional Quantum Hall situation is found. However, in the case of

integer filling factors, the data have to be treated with care since the

signal is not purely capacitive.

5. TEMPERATURE DEPENDENCE OF pxx

For a 2D electron system the resistivity pxx exhibits strong

oscillation with magnetic field (Shubnikov-de Haas oscillation). Minima

of pxx occur at integer filling factors which are strongly temperature

dependent. As the Fermi level moves towards the center of a LL ,the

temperature dependence of pxx becomes weaker. The analysis of this

effect was used by Weiss et al.
2 1 to determine the density of states

between LL:

.- -Fii

- E iper n' n - 9e3

I . _ - 162 K

a 56K

m I: ,"' L2K

0 ,F

Or I 1 I,,1 oo

2 3 5 6 7

B/ Tesla

Fig. 6. Measured magnetocapacitance of a sample with n = 2.25 x 101 t cm - 2

and i4.2K = 220 000 cm2/Vs. The fit was performed with a

Gaussian width rG = 0.3-V(T)meV and x = 0.13 (after Ref. 4).
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The analysis assumes that nearly all states are localized except

states in the center of LL. An example of the temperature dependence of

pxx for different magnetic fields is shown in Fig. 7. By fitting the

activated behavior of p the density of states for integer filling

factors is determined according to

PXX Z Po(T) Y exp(-(En - EF)/kT) (5)
n

where po(T) is a temperature dependent prefactor. A Gaussian density of

states with background D GB  is included in the calculation of the

Fermi-level: ns = J.D,(E)f(E.EF)dE. In addition the level width rG is

assumed to be VW dependent. The main result of this technique is a quite

accurate determination of the background density of states, which varies

significantly with sample mobility. The Gaussian width FC  is rather

weakly sample dependent which might be due to the assumption of a very

narrow range of extended states in the center of LL.

6. DENSITY OF STATES FROM RADIATIVE RECOMBINATION SPECTRA

Very recently a new technique to measure directly the 2D-density of

states was reported by Kukushkin and Timofeev 22. It is shown that

radiative spectra due to the recombination of 2D-electrons with holes at

acceptor levels in Si(lO0) MOS structures reveal directly D(E). The

tw
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Fig. 7. Temperature dependence of the resistivity PXX versus inverse

temperature at different magnetic fields close to a filling

factor u = 2 (after Ref. 19).
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recombination is indirect in Si and thus its probability is not energy

dependent. Since the recombination process is a free electron to bound

acceptor transition, the resolution is determined by the rather narrow

acceptor width of 0.6 meV.

An example of observed spectra is shown in Fig. 8 for 0 T and 7T.

The LL structure with a strong overlap is observed. In the zero field

case the constant D(E) is clearly demonstrated. The insert shows the

principle of the emission process. The advantage of this technique is

that all fully and partly occupied LL are observed at the same time.

Thus a narrowing of the LL width for half filled LL is seen together

with quite broad completely filled levels. Maxima appear when the LL are

filled and minima for partly filled levels. The oscillation of F with

22the filling factor is thus unambiguously demonstrated in this paper

This technique has up to now only been applied to Si. The basic behavior

0.5

03 -0

a .2~02 -
L - U

1 1 2 3 4 5 6

1.0 1.08 1.07 hv, eV JJ C105 cm 2/Vs]

Fig. S. The inset is a band diagram of the recombination of 2D electrons

with injected holes. The intense line in the emission spectrum

(BE), with a peak at hw = 1.0928 eV corresponds to a volume

emission of excitons bound by Boron atoms. Spectrum 1 is the

long-wave tail of line BE, magnified by a factor of 50 with

ns = 0. Curves 2 and 3 show the emission spectra of 2D electrons

found for T = 1.6 K, n = 2.7 x 101
2 cm-2 and B = 0 (spectrum 2)

or B = 7 T (spectrum 3).

Fig. 9. Summary of determined background density of states in % of the

B = 0 density. (E) from temperature dependent pxx: (0) from

specific heat; (4-) from magnetization.
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of r that maxima appear when the LL are filled and minima for partly

filled levels is expected to be the same in Si and GaAs. However, the

scattering mechanisms are quite different since Si is covered with an

amorphous oxide while the GaAs structures are made by molecular beam

epitaxy. A summary of the determined background values from the

activated resistivity measurements together with the results from

specific heat and magnetization is given in Fig. 9. The x-values are

calculated from Ref. 21 by the ratio of the midpoint density to the

density at B = 0 given by D(E)B_0 = 28 x 109cm-2meV-1 . The results from

all three techniques are in good agreement. It is evident that the

background density of states increases very steeply for very low

mobility samples while it decreases slowly for high mobilities. A hint

for the origin of the background is given through the analysis of an

electron irradiated sample2 1 with a mobility of 14 000 cm 2/Vs showing

that 50 X of all the states were contained within the background

density. Annealing of the sample results in a significant reduction of

the background and an increase in mobility. A direct correlation between

the created point defects through electron irradiation and the

background is not possible since the mobility change is even larger.

An analysis of the temperature dependence of PXX and Pxy for

integer filling factors was performed by Pudalov and Semenchinsky in

Si-MOSFETs. A considerable amount of density of states assigned to

localized state was found in the gap between LL giving also a similar

density of state as found in GaAs.

From the results of the various techniques we can conclude that

there exist Gaussian peaks sitting on a flat background density of

states. However, the width of the Gaussian peaks cannot be extracted

from the Pxx data to the same accuracy as the background. The specific

heat data give quite accurate values for rG only at low magnetic fields

while the magnetization data rather at higher fields. Therefore there is

still need for additional techniques to get information about the width

of the Gaussian peaks. In addition, it should be mentioned that the pxx

and specific heat data give accurate information only for integer

filling factors. About the form of D(E) for half filled levels we have

little information. The magnetization is sensitive rather for a

non-integer filling factor. This gives a hint for a dependence of the

background density on filling factor since the magnetization data can be

fitted better without background.
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7. CYCLOTROIN RESONAICE SPECTRCOPY

In cyclotron resonance (CR) the observed linewidth of the

transmission spectrum is determined by the broadening of both the

initial and final LL. The linewidth contains information on the

individual level width r but not in a trivial way. In the techniques

described in the previous chapters the pure LL width was extracted from

experiments which were not influenced by scattering processes or

transitions between different LL; in the analysis the level width was

always assumed to be the same for all LL.

While there is consistent information on the background, the value

of the Caussian width r and its dependence on the zero field mobility

has not been derived yet in a satisfactory way. One technique which

should give information on changes of rG is the analysis of the CR

linewidth. It is clear that this method will only give good values of G

after a careful theoretical fit of the data. However. tendencies of FG

as a function of certain external parameters for a situation where no

significant physical quantity changes can be determined.

Previous experimenta124- 2
7 and theoretical6'10 investigations have

revealed a filling factor dependent CR linewidth due to screening.

Maxima of the linewidth occur at integer values of the filling factor

and minima in between. In the following two experimental techniques will

be described which give information on the form of D(E): First results

from cyclotron emission - the inverse effect of CR absorption -

performed on several GaAs/GaAlAs heterojunction samples will be shown.

These data will mainly depend on D(E) in the upperexcited level. Second

results from CR-transmission experiments will be analysed for a filling

factor of v = 2 and correlated to the zero magnetic field mobility.

7.1. Cyclotron emission

Cyclotron emission is generated by heating up the electron gas by

electric field pulses. As a result a nonequilibrium carrier distribution

with average carrier temperatures above the lattice temperature is

obtained. Radiative transitions between neighbouring LL in the vicinity

of the Fermi level occur. The emitted radiation is measured and analysed
.28with a narrow-band and magnetic field tunable CaAs detector" . The

detector has a narrowband peak sensitivity at 4.4 meV (35cm-1) at B 0.

In the magnetic field this line splits into 3 narrow lines (resolution

0.25 cm-').
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The emission technique is applied to several GaAs/GaAlAs

heterostructures. Figures la - 10c show emission spectra as obtained

with a GaAs-photoconductive detector at B = 0. In the experiment the

emission signal is monitored as a function of the 2DEG magnetic field

for various electric fields. The most prominent feature is that the

emission spectra differ considerably from the transmission spectra,

obtained on identical samples2 s .

This effect is extremely pronounced for sample 1 (Fig. 10a. sample data

given in figure captions): For very low electric fields the emission

spectrum consists of a broad line . which is well below the bulk

cyclotron position (corresponding to a higher energy). With increasing

electric field which is equivalent to increasing the carrier temperature

this peak becomes smaller and a line at the position of the transmission

resonance grows until it dominates the spectrum at high fields. The

dashed line separates the pure CR-line from the "other" structure. The

2D character of the structure was tested by tilting the magnetic field.

For sample 2 (Fig. lOb) the peak at lower magnetic field is not that

strong. Sample 2 has a higher mobility and a narrower linewidth. A

shoulder on the low magnetic field side in the emission spectrum has

a) b) c)

SAMVPLE 1 E=1 / SAMPLE 2 TV= SAMLE 3 -Vt

x20-
1/5 x V5

z

1 2 3 1 2 3 1 2
MAGncTC FELD [ TK

Fix. 10: Cyclotron emission signal detected with a GaAs detector at 0 T

(see Fig. 10) as a function of magnetic field for

sample I (n s = 4.6 x 1011cm- 2 , p = 1.3 x lO5cm2/Vs ) at 4.2 K

sample 2 (n s = 2.6 x l011cm'2, p = 2.4 x lO5cm2/Vs ) at 4.2 K

sample 3 (n s = 2.2 x 1011cm-2, p = 5.0 x 10cm2/Vs) at 4.2 K.
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been found in all investigated samples. A correlation of the emission

data with the d.c. mobility is found. The higher the mobility the less

pronounced the additional peak becomes (Fig. lOa). This feature is not

restricted to the 3 T magnetic field range. We have found this behavior

in the whole investigated magnetic field ranges up to 8 T.

As the additional peak is only observed in emission it must be

correlated to the special excitation technique used: The electric field

excites carriers to the next higher LL. The carriers first thermalize

within the upper LL and occupy only states at the lower edge. If

localized states exist below the edge, the electrons will get trapped in

these states. As the number of excited electrons is very small at low

electric fields, the recombination radiation will mainly be due to

transitions out of these localized states. The emission frequency will

be shifted to higher energy due to the binding potential similar to the

bulk case, where a so called impurity shifted CR line is observed. With

increasing electric field the binding potentials are washed out and the

pure CR line from extended states is observed.

The integral emission intensity of the additional structure

decreases linearly with increasing mobility. That means that the

impurities which are responsible for the mobility also influence the

emission signal. This conclusion can be drawn since the normalized

cyclotron emission signal (main peak) is practically independent of the

sample properties if plotted versus the input power per electron

(Pe = eE 2 ).

The spectral analysis is performed with a GaAs-detector in a

magnetic field of 3.0 T. Fig. 11 shows emission spectra of sample I and

2 (same as in Fig. 10) as a function of the sample magnetic field. The

spectra consist of a main CR line and a shoulder on the lower magnetic

field side for all three frequencies. For comparison an emission

spectrum from a high purity bulk GaAs sample is also shown indicating a

"pure" single CR-spectrum and no evidence for impurity related emission.

The number of donors in the bulk sample is 8 x 10' 3cm -3 . 2D samples with

mobilities higher 2 x 10
6cm2 /Vs also show single line spectra indicating

impurity levels comparable with the bulk sample. From this comparison

and a calculation of the total impurity related emission intensity we

estimate a number of several 108 impurities per cM -2 for the highest

mobility sample. Samples with a mobility around 4 x 10cm2/Vs have 109

impurities close to the 2D gas which are responsible for the observed

impurity line.
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Fig. 11. Emission spectra as obtained from a GaAs detector at 3.0 T

first line at 32.5 cm-1. second at 43.5 cm-1 , third at 75 cm-1 )

for bulk GaAs (a), sample 2 (b) and sample 3 (c). The Impurity

line is indicated by arrows.

To assign binding potentials to the observed "impurity lines" in

Fig. 11 we use a simple oscillator model where the observed frequency

Wosis given by

fi"obs V (l c +(~ B(6

with hwi the CR frequency and h.jB the binding energy. The observed

energy is defined by the detector magnetic field; the spectra show that

the dominant impurity feature does not shift for different samples but

only decreases. An analysis with the above formula gives binding

potentials of 2.0 meV at 2.3 T. 2.7 meV at 4.7 T and 3.0 meV at 6 T. The

binding potentials are increasing with magnetic field.

The derived binding potentials allow us to determine the position

of the impurities. It has been shown2 9
-
3 2 that the impurity binding

potentials depend strongly on the position in respect to the 2D gas. The

impurities behind the spacer cannot be responsible for the observed

potential S3 2
, since they are found to be well below 1 meV in the

investigated magnetic field range for comparable samples. The rather

defined structure of the impurity line indicates that only impurities at

defined positions can be responsible for the observed spectra. A

distinction between impurities at the interface between GaAs and GaAlAs

and donors (compensating) in the GaAs can be made through the expected

binding energies. At the interface the binding energy is considerably
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smaller than in the center of the 2D channel. The compensating

impurities in the GaAs are randomly distributed and a rather broad

impurity peak with binding energies comparable or higher than in the

bulk are expected. The bulk binding energies are well above 5 meV.

Therefore we conclude that impurities at the interface are responsible

for the observed phenomena. These impurities are most likely

Si-impurities which have diffused from the high doped region in the

GaAlAs to the GaAs interface which acts as a diffusion stop.

These results give evidence for an accumulation of donor impurities

at the interface of GaAlAs/GaAs which are correlated with the sample

mobility. An impurity shifted cyclotron emission line can be observed

for samples with mobilities up to 1 x 106cm 2/Vs. For higher mobilities

we can state that the number of impurities is in the lOcm- 2 range. The

defined structure in the emission spectra gives evidence for an impurity

band which exists below every LL. A defined structure was found for

several magnetic fields (filling factors) in samples with mobilities up

to a few 106 cm2 /Vs. This conclusion is in agreement with recent work by

Raymond et al. 3 3.

7.2. Cyclotron resonance transmission

CR transmission experiments with the use of far infrared lasers

were performed by several groups2 4 - 2
7 which all found a systematic

oscillation of the linewidth with filling factor. Pronounced maxima in

the observed linewidth were found by Englert et al.2 4 at filling factors

of 2 and 4 and minima in between. This behavior was found only in low

density samples (n t 1.5 x 101 1 cm-2) and was absent for higher densities

(n ) 2.5 x 10 1 1 cm-2 ). Weak oscillations in the linewidth were also found

by Gornik et al. 2 . while rather large oscillations were observed by

27 3Rikken et al. . In a recent paper Heitmann et al.3 4  have shown large

oscillations of the iinewidth with the filling factor up to v = 5 for 2D

electrons in InAs.

Here results from a recent systematic study of the linewidth as a

function of mobility"6 are presented. Fig. 12 shows a plot of the

measured linewidth as a function of filling factor for 3 different

samples at a temperature of 4.2 K. All samples show a clearly defined

maximum of the linewidth for v = 2. A systematic behavior of the

linewidth with the sample mobility is evident, while the linewidth for a
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F'g. 12. Measured cyclotron resonance transmission linewidth as a

function of filling factor for 3 different samples:

n. = 1.2 x l10"cm~2 . A = 4.5 x 10Scm2/Vs.
ns = 1.2 x l01cm-2 , P = 1.2 x 3O6cm2/Vs.

n = 2.3 x 10' cm 2 . P = 1.0 x 106cm 2/Vs.

noninteger filling factor seems not to be correlated clearly to the

mobility. There is also clear evidence for a temperature dependence of

the linewidth but we only want to compare here data at one temperature.

To get information on D(E) from these data we have to make the

assumption that the CR linewidth at even filling factors is directly

correlated to the Gaussian level width rG . This correlation is

demonstrated in Fig. 14 where the CR linewidth at v = 2 is plotted as a

function of mobility (N). Several samples with different mobilities and

densities varying only between 1.2 x 10"1 and 2.4 x lOtcm
- 2 were used.

The most conclusive results are from samples with the same density and

considerably different mobilities. The interpretation of the data is

straight forward. The zero field mobility and thus the scattering time

TDC is inversely proportional to the number of scatterers
3 6 '37 . That

means a plot as a function of mobility is equivalent to a plot versus

the reciprocal number of impurities N On the other hand the main

process which determines the LL broadening and thus the CR linewidth is

the virtual double scattering at the impurities. Thus in the above

situation the linewidth is proportional to Ar as demonstrated in Fig.

13. The same behavior has been found in bulk GaAs previously
13 . The

level width predicted by the theory for short range scatterers (point
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scatterers )6  F 2/= _ (h2 e 2B/m*E21)A is also plotted over p in Fig.

13 for a magnetic field of 5 T. The obtained values lie systematically a

factor of 2 above the experimental values. This reflects the long-range

nature of the impurity potentials. which are less effective in the

dynamic (local) CR process than in the d.c.-response.

For partly filled LL intra LL screening strongly reduces the

levelwidth which explains the drastic drop of the linewidth close to the

even values. For v ( 1 extremely narrow lines are observed, approaching

Fig. 13. LL lifetimes from CR-

\\ saturation measurements as a func-
I ; ,tion of n s (o). Photoluminescence

data after Ref. 43 are also inclu-
" '" .ded T()" The dashed curve indicates

'~' Jj].the tentency.

t
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the limiting values due to "saturation" effects3 '39 . The saturation

effects are also the reason that the main features in the linewidth are

masked for samples with densities higher 2.5 x 101 1 cm- 2 and mobilities

higher than 500 000 cm2 /Vs. Furthermore the superposition of individual

CR transitions, which differ due to nonparabolicity. can alter the

behavior. It could even lead to maxima in linewidth at half fillings.

8. ENERGY RELAXATION BETWEEN LANDAU LEVELS

A property which is also keyed to the density of states is the

energy relaxation time T B between LL. A direct way to obtain TB is the

measurement of the incoherent saturation of the CR transmission. This

technique has been previously applied to bulk n-type InSb 4 1 and GaAs 4 2 .

It was found that a combination of electron-electron scattering and

optical phonon emission governs the energy relaxation. Decreasing

lifetimes with increasing electron concentration were achieved.

This technique was applied to GaAs/GaAlAs heterostructures by Helm

et al. 4 3 . A high power CW optically pumped FIR laser at 118 Pm was used

to perform the experiments. At powers of about 1 W/cm2 the transmission

starts to get reduced for all investigated samples. In the analysis of

the data a rate equation for 3 LL and a constant relaxation time TB was

used.

A systematic increase of TB with decreasing filling factor below

v = 2 is found. However. well pronounced minima in TB are observed for

v = 2 and v = 4. while a maximum appears for v = 3. Since the spin

splitting for low magnetic field (B < 8 T) is rather small uneven

filling factors represent half filled levels, while only even filling

factors correspond to filled levels.

Data on relaxation rates between LL were also reported by Ryan et

al. 4 3  and Hollering et al. 4 4 using psec time-resolved photoluminescence

techniques. Ryan et al. 43 find relaxation times in the order of 0.3 ns

between the first excited and lowest LL for NQW samples with n5 = 5 x

101 1 cm-2 (This value is indicated in Fig. 13). The relaxation times in

magnetic fields of 7 and 8 T are longer than without magnetic field. On

the other hand Hollering et al. 4 4 find a considerably shorter time for

fields of 20 T as compared to the zero magnetic field case.
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The CR-saturation data indicate that the energy relaxation is more

effective for filled levels where the density of states is also large

between LL. For narrow LL (half filling) the lifetime is increased

considerably. However. a quantitative analysis of the data is rather

difficult since the LL width will not only influence the relaxation time

but also the excitation process. It is well known that saturation cannot

be achieved in an equidistant Landau ladder. This effect has been

observed by Schlesinger et al. 4s for resonant fields between 2 and 3 T.

Relaxation times in the order of 10 psec were observed which probably

directly reveal the optical phonon relaxation time as final limiting

process.

In the presented situation for high mobility samples it can be

assumed that the LL width is still narrow enough to allow an analysis

with a 3 level system. The fourth LL is already very close to the

optical phonon energy which induces a strong polaron shift of the level.

Two mechanisms can be responsible for the energy relaxation: a)

acoustic deformation potential scattering and b) electron-electron

scattering. Both processes will critically depend on the density of

states which oscillates. The systematic increase of TB with decreasing

density below v = 2 .favors an interpretation via the electron-electron

scattering process. However, more detailed investigations are necessary

to get clear evidence for the mechanism.

CONCLUSIONS

A consistent picture of the density of states can be drawn by

summarizing the results from all experimental techniques. Fig. 14 shows

a plot of the percentage of background states from Fig. 9 on a double

logarithmic scale as a function of mobility. In addition the

CR-linewidth at a filling factor of v = 2 and the total half width F

from the specific heat and magnetization data at v = 4 are plotted on

the same scale.

This plot shows the same slope for all derived quantities. This is

strong evidence that the background has the same origin as the

CR-linewidth, which is governed by ionized impurity scattering. A direct

correlation of the Gaussian width r with the CR-linewidth is difficult

since CR probes potential fluctuations in the range of the cyclotron

radius, while specific heat and pxx(T) sample all ranges of impurity
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potentials. This is clearly evident when we compare the absolute values

of the CR-linewidth with F from the specific heat data. The F-values are

larger by a factor of 5 indicating a considerable amount of large range

fluctuations in all samples for even filling factors. Another experiment

which gives evidence for an extended density of states at the tails of

LL was cyclotron emission. If we add to the central LL peak the impurity

peak and assign to the total density of state an average width we obtain

values which are below the results from specific heat. The difference

between these data and the specific heat data can only be due to

fluctuations which are induced by the impurities beyond the spacer. Only

these impurities will induce very small binding energies (not observable

in emission) and thus extremely long range fluctuations.

For half filled LL screening is effective and only short range

impurity potentials contribute to the level width. It is evident from

Fig. 12 that the CR-linewidth is quite narrow and only weakly dependent

on the sample mobility. In a most recent paper Weiss and v.Klitzing
47

derived the thermodynamic density of states for half filled LL from

capacitance experiments. It is found that the level width can be fitted

without background and is not far away from the predictions of the

self-consistent Born approximation for short range scatterers"
. The

expected short range levelwidth for a magnetic field of 5 T is shown in

Fig. 14 as full curve. The upper dashed curve and the full curve thus

shows the limiting cases of the oscillation of the thermodynamic level

width between filled and half filled LL.

A consistent empirical model explaining all the observed phenomena

has been developed by Gerhardts and Gudmundsson" 1,12 Impurity

fluctuations will lead to a certain amount of local density

fluctuations. Local density fluctuations of a few % will be strongly

enhanced in a magnetic field for even filling factors. In this case

potential fluctuations of the size of the LL splitting are possible over

long ranges. The CR-linewidth is considerably smaller than the

thermodynamic level width. An analysis with this model assignes the

observed thermodynamic width to fluctuations of the LL edges in respect

to the Fermi level. Values of average long range fluctuations in the

order of several meV are determined for the lowest mobility samples and

to less than I meV for high mobility samples at even filling factors. In

this model the background is only present for filled levels. For half

filled levels the long range potentials are screened and the density of

states becomes narrow without a background.
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HIGH FIELD MAGNETOTRANSPORT: LECTURES I AND II: ANALYSIS OF SHUBNIKOV de

HAAS OSCILLATIONS AND PARALLEL FIELD MAGNETOTRANSPORT

R.J. Nicholas

Clarendon Laboratory
Parks Road
Oxford

INTRODUCTION

The study of high field magnetotransport, and in particular the
Shubnikov-de Haas effect, is one of the most useful and direct ways of
characterising semiconductor heterostructures. At low temperatures a two
dimensional gas of carriers bound in a heterostructure acts like a metal
with a small Fermi energy, typically of order 10-100 meV. The magnetic
field causes a quantisation of the free carrier states into a ladder of
Landau levels. Changing the magnetic field sweeps the levels through the
Fermi energy causing the familiar oscillations in the magnetoresistance,
known as the Shubnikov-de Haas effect. This phenomenon was first used by

Fowler et al, 1 in the first demonstration of the existence of a two-
dimensional gas of electrons bound at the surface of a (100) silicon MOSFET.
The periodicity of the oscillations is directly proportional to the carrier
concentration bound in the layer, and is independent of the number of layers
which may be present. Since the cyclotron motion induced by the field is
in the plane perpendicular to its direction, this means that a two-dimension-
al system is sensitive only to the component of field parallel to the
surface normal, so that rotation of the sample relative to the field can be
used to provide a very simple and direct proof of the two-dimensional
nature of any system under investigation.

Using the Landau gauge (A = B(O,x,O)) we may write the Hamiltonian for
the carriers in a 2-D system as

H=1/2m* (p - e)2 + V(z) (1)

where V(z) is the confining potential which leads to 2-D behaviour. Py
commutes with this Hamiltonian, and V(z) leads to a quantum number definingthe subband, and a confinement energy Ez . Thus we have

H = p2 /2m* - eRB/m* xky + e2B2 x2/2m* + Ez  (2)
and by substituting x' = x - lky/m*wc, this leads to

H = + m*/2 'c - hky 2/2m* + Ez (3)

and
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E = (n+i)h + E (4)

C Z

The corresponding wavefunctions are:

f eikyY x H,(x-x0 ) x O(z) (5)

where Hn(x-xo) is the simple Harmonic oscillator wavefunction and O(z) comes
from the z quantisation. The degeneracy of the levels comes from the
constraint that the centre of motion xo must lie within the sample. Thus for
a sample of width Lx (and length Ly) we have

0 < liky/m*wc < Lx (6)

giving a range of ky = m*wcLx/h, and leading to a total number of states per
level of n,

n = Aky/2r/Ly = m*Wc/h Lx Ly (7)

= eB/h per unit area

The resulting final density of states for a 2-D system is shown in
fig. I. On the left (fig. 1a) is shown the formation of Landau levels in
the absence of scattering, giving simply a set of delta functions. Figs. lb
and Ic include a broadening of the levels due to scattering of the carriers
by the presence of impurities and imperfections in the surface or confining
potential. In fig. lb the density of carriers in the system is such that one
level is only half filled, and in this case the system will act as a metallic
conductor. In fig. Ic a few more carriers have been added (or the magnetic
field reduced), so that the level becomes completely filled, and we have an
insulator. The conductivity will thus oscillate strongly as a function of
carrier concentration, or as a function of magnetic field, since the
degeneracy of each level is proportional to magnetic field, as shown above.
This occurs whenever

ne = N 2 eBN/h = NBN x 0.484 x 101 1/cm2 .T, (8)

where N is an integer, and we have included an additional factor of two for
spin degeneracy. At these points the Hall voltage displays the quantised
Hall effect first discovered by von Klitzing et al, 2 . At high fields or low
temperatures spin splitting of the oscillations can be seen very easily, and
the periodicity will halve. A common way to define the state of the system
at high fields is in terms of the occupancy factor v, which counts the
number of filled levels (counting spin states separately) and is defined by

v = ne/n = h ne/eB (9)

When we come to make experimental measurements of Shubnikov-de Haas
oscillations, then it is also important to consider the geometry of the
sample studied. The most useful case is a long bar shape, with separate
potential probes to look at both resistive and Hall fields. The resistivity
Pxx and Pxy is related to the conductivity oxx and oXY via the relations

E /1x  a_/F 2 +G2 (lO)PX x xx xx XY
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Fig. 1.. A schematic view of the density
of states in a two-dimensional system.
Figs. lb and Ic include the effects of
uncertainty broadening of the Landau
levels.
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in Pxx and quantum Hall steps in

.1,for a Ga.I.71n.53As-InP hetero-
junction at 1.6K.

219



P ~E/IX =~ a a2 + 02 (
xy y/x xy xx xy

At high magnetic fields, E/E = a = pB I, so we may write

P- o /u2 and px- ' I/6x, 
= RHB, where RH is the Hall coefficient. The

result thatxhe resistivity is proportional to the conductivity is due to

the very important influence of the Hall field, and the way in which

resistivity and conductivity have been defined, for zero Hall current and

zero Hall field respectively. If one is more interested in the regions in

which both the conductivity and resistivity go towards zero, for completely

filled Landau levels, then it is better to use the "Corbino" geometry in

which resistance is measured from the inside to the outside of an annulus.
By symmetry the Hall field must be zero, and hence the measured resistance

is proportional to I/axx.

Some typical experimental recordings of the resistivity and Hall

voltage are shown in fig. 2, which show the Shubnikov-de Haas oscillations
and the quantised Hall effect. This type of measurement has now become a
standard way of characterising 2-D systems. Typical information which can
be derived from such measurements is

i) The periodicity, which gives the 2-D carrier concentration independent
of geometrical conditions.
ii) The temperature dependence of the amplitude of the oscillations at low
fields can be used to deduce the effective mass; the dependence of the

amplitude of the oscillations upon electric field can then be used to
measure the electron temperature as a function of electric field.
iii) The magnetic field dependence of the amplitude can be used to deduce
the scattering time, 3 .

iv) When more than one quantised subband is occupied, then the oscillations

may be analysed to give the relative populations in the different subbands.
This will be discussed in more detail below.
v) The magnitude of the spin splitting of the Landau levels is deter-
mined by the total magnetic field, whereas the Landau level separation
comes from the perpendicular component of magnetic field. By rotating the
sample relative to the magnetic field direction it is thus possible to alter

the relative magnitudes of the spin and Landau splittings, leading to level
coincidences which then allow one to make measurements of the electron
g-factor,4.

MULTIPLE SUB-BAND OCCUPANCY

The condition necessary for the establishment of two-dimensional

behaviour is that all carriers present in the system occupy the same
quantum state for motion in the third dimension. In typical semiconductor
lattices and heterojunctions, it is quite often the case that more than
one electric subband is occupied; however, it is still very useful to
consider the system as essentially two-dimensional. If, for example the
Fermi energy is sufficiently high that two subbands are populated, then

the application of a magnetic field will cause two separate ladders of
Landau levels to be populated, but the two ladders will be offset relative
to each other by the energy separation between the subbands. At low
magnetic fields, where the Landau levels are only weakly resolved, the
population of each subband will remain approximately constant and two inde-
pendent series of Shubnikov-de Haas oscillations will be observed, each

determined by eq. (8) with the appropriate concentration nj of the ith
subband. At higher fields, once the levels are completely resolved, then

the field positions of the conductivity minima will be determined by the
total carrier concentration. In this second case, however, the amplitudes
of the oscillations will become somewhat irregular, since they will depend
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upon the relative positions of Landau levels arising from different sub-

bands. A further complicating factor will be that this will cause a

redistribution of population between the two subbands,and since the

potential causing the subband quantisation is self-consistently determined,

the separation between the subbands will itself change as a function of

magnetic field.

An example of this behaviour is shown in fig. 3 for a heterojunction

of CaO.471nO.5 3As/AlO.48InO.5 2As,
5 . In this case two electric subbands are

occupied, with carrier concentrations of 0.9 and 6.0 x 1011 cm- 2 ,
respectively. At low fields it is fairly clear that there are two indepen-
dent series of oscillations present, with NB products of 1.9 and 12.3 T,
corresponding to the two subbands acting independently. At higher fields
the oscillations become much more irregular, but there is a very pronounced

minimum in the resistivity at 14.2 T. This corresponds to the complete
occupation of a single Landau level by the total electron population, and
so the upper subband has been completely depopulated by the magnetic field.
What is happening is that the Fermi energy is a very strong function of
magnetic field, once the Landau levels are well resolved. The upper
section shows schematically the motion of the Fermi energy as a function of
magnetic field, calculated on the assumption of infinitely sharp Landau
levels. The two fans of lines originating from E=O and E=26 meV, show the
Landau levels of the first two electric subbands, including spin splitting.
The motion of the Fermi energy is shown by the bold line, and is calculated
from the known electron concentration and the degeneracy of each Landau
level. At very high fields all of the electrons can be put into the
lowest level, as the field falls, there comes a critical value at which this
level is completely filled, whereupon the Fermi energy must jump up to the
next available level, irrespective of from which subband it originates. A
more pronounced example of this behaviour is shown in fig. 4, for a
Ga0 .4 71n0 .5 3As/InP heterojunction with three populated subbands at lower
temperatures, 6 . The Shubnikov-de Haas oscillations are now very well
defined, leading to clear zeros in the conductivity, but still with irregu-
lar maxima. The Hall voltage also shows irregular, but quantised Hall
steps. Due to the mixing up of the spin states and levels from the
different subbands, unexpected filling factors give rise to strong, wide
plateaus, e.g. for v = 5.

Heterojunctions and surface accumulation layers formed on narrow band

gap semiconductors lead to the most extreme examples of multiple subband
occupancy, particularly for the case of accumulation layers. In
Hg0 .BCd 0. 2 Te M.I.S. structures up to five occupied subbands have been
detected,' which leads to very complex behaviour for the Shubnikov-de Haas
oscillations. This is shown in fig. 5, for three different surface
accumulation layer concentrations. In order to illustrate this more clearly
it is necessary to enhance the strength of the oscillatory structure. This
is usually done by the use of derivative techniques, taking either the
first or second derivatives of the resistivity with respect to magnetic

field, or by taking derivatives with respect to the carrier concentration
for gated structures. This is illustrated in fig. 6, where the second
derivative of resistivity is shown, measured experimentally by using high
frequency pass filters, with a gain proportional to frequency squared,
which generates the second derivative for sinusoidal oscillations.
Different magnetic field sweep rates (or filter characteristics) can then
be used to optimise different regions of the oscillations. The shape of
the oscillations is rather complex, so that in order to extract the
periodicities it is necessary to use Fourier analysis. Fig. 7 shows both
the direct oscillations taken this time with a gate voltage derivative,8
and the resulting Fourier spectrum. The oscillations are periodic in

I/B, so that the analysis must be done using a I/B sampling. For a single
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Fig. 3. Shubnikov-de Haas oscillations (lower curve) in
a Ga.47In.53As/Al.,48In.52As heterojunction at
1.6K. The upper fan diagram shows the Landau
levels originating from the two occupied subbands
and the bold line shows the motion of the Fermi
level as a function of magnetic field,5.

0-
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Fig. 4. Shubnikov-de Haas and quantum Hall steps at 45mK in
a Ga.471n.52As-lnP heterojunction with two occupied
subbands ,6.
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electron concentration the oscillation positions (BN) are defined by the

condition

ne = 2e (BNN)/h (12)

which gives a periodicity BF

F = I/A(I/B) = NBN = hn /2e (13)BF

For multiple subband occupancy at low fields each subband contributes a

separate series of oscillations defined by equation (13), with the total
carrier concentration ne = Z4. At high fields when the Landau levels are
well separated then the oscillations from different subbands mix, and we
find combination bands given by BF = I + B' , and :also as the spin states
become resolved then the periodicity doubles and second harmonics appear.
This can be seen in fig. 7, where peak a corresponds to no, peak b is nI,
peak b+c is the combination n' + n , and peaks 2b and 2c are the second
harmonics 2n2, and 2n1 . As a result of this analysis, it is then possible
to deduce the distribution of carriers between different electric subbands,
and compare this with the predictions of theory, 9,1 0 as shown in fig. 8.

PARALLEL FIELD DEPOPULATION

Another very useful way of analysing and characterising systems with
a multiple subband occupancy is to apply a magnetic field in the plane of
the 2-D system. In this case the effect of the parallel field component
is to add additional terms to the Hamiltonian describing the system, which
act to change the energies of the electric subbands. The parallel field
component acts most strongly on electric subbands with a large spatial
extent, so that for an accumulation layer the higher subbands are pushed up
in energy relative to the positions of the lower subbands. The result of

this is that they become progressively depopulated. This depopulation can
be seen directly in the resistivity of the system, through its influence
on the scattering mechanisms. Fig. 9 shows schematically the energy levels
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and dispersion relations for a system with two populated subbands. In this

case scattering of the carriers can take place both within the individual

electric subbands, and between subbands. Once the bottom of the higher

subband rises above the Fermi energy, and is depopulated, then the elastic

and quasi-elastic processes which cause inter-subband scattering can no
longer take place, and the mobility of the system increases, leading to a

decrease in resistivity. This behaviour is shown in fig. 10 for one of the

HgO.8 CdO.2Te M.I.S. accumulation layers,
7 where the steady depopulation of

four higher subbands can be seen, each resulting in a decrease in the resis-

tivity of the system. This phenomenon is remarkably sensitive to the
population of higher subbands with very small carrier concentrations. In the
example shown the two uppermost levels are estimated to have populations of

I and 3 x 101 0 cm -2 , which were undetectable in the Shubnikov-de Haas

measurements with perpendicular magnetic fields.

The exact field positions of the depopulation structures are identified
as the mid point of the resistivity decrease, which is broadened due to an
energy broadening of the subband edge. At higher fields two depopulation
structures can be seen for each subband, due to the spin splitting of the
levels, which causes a different energy shift for the levels of opposite
sign. In addition there is also a positive magnetoresistance, even after
all of the carriers are accommodated into a single subband. This is thought
to be due to a change in the subband wavefunction caused by the parallel
field component, which in turn alters the scattering processes.

Using a perturbation approach it can be shown (Ando, Fowler and
Stern,1 1 )that the parallel field adds a phase factor to the wavefunction of

exp ieBy<Z>x/r 1 (14)

and adds two additional terms to the Hamiltonian, H2 and H3 , given by

H2 = eBy/m* (z - <z>) x

(15)

H = e2B2/2m* (z2 - <Z> 2 
- 2z<z>)

3 y

where <z> is the mean spatial extent of the quantised wavefunction. In this
approximation the effect of H2 is small, and the Hamiltonian remains

separable. The energy of any particular level shifts under the influence of

H3 by an amount

E. = Eo0 + e 2 Bm/2m* &Az>?] (16)
1 yI

where <Az> 2 = <z2> - <z> 2 . If we consider the case of the depopulation of a
system with two occupied subbands, then the upper level will be depopulated
when the relative energy shift of the levels is twice the original Fermi
level in the upper subband, giving

EFi (B = 0) = e B2 /m* [<Az>? - <Az>2  (17)
Fy 1

We have seen above that in accumulation layers it is generally the case

that ni a ne (e.g. fig. 8), and in addition surface space charge layers in
a self consis tent potential obey the approximate rule that the z-wavefunction
scales as n 1/ 3, through the self-consistency of the potential,1 1 . Taking

these factors into account, we would then expect that the depopulation

field should give
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Fig. 9. A schematic picture of the scattering
processes in a 2 subband electron gas.
(b) shows the dispersion relation and
'Fermi discs' for the two subbands,
with intra-subband scattering (Ak1)
inter-subband scattering (Ak2).

2 6 2

Magnetic f ieid / T

Fig. 10. The parallel field magnetoresistance of a Hg.8Cd.2Te
accumulation layer (n '- 9 x 1011 cm-2). The numbers
indicate the successive depopulation of the electric
subbands, which are also spin split.
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Fig. II. Plots of the depopulation field versus carrier con-

centration for a variety of samples of Hg.8 Cd.2 Te
accumulation layers. The fields and carrier
concentrations are plotted in reduced units (see
text). Linear extrapolations of the numerical
models 12 agree well with the experimental results.
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Fig. 12. Plots of the depopulation field versus carrier

concentration in reduced units for a variety of

different systems; Hg. 7Cd. 3Te (13), GaAs-GaAlAs t4),
GaInAs-InP (6) and GalnAs-AllnAs (5). This shows
good agreement with the theory of Reisinger and
Koch 12 .
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Some examples of depopulation fields are shown in fig. II for the
Hg0. 8CdO. 2Te surface space charge layers, plotted as a function of carrier
concentration. These show an almost exactly linear dependence upon ne,
as might be expected from the reasoning given above. In this figure the
field and carrier concentration values are in fact plotted in terms of
the reduced units

B in units of &1 l/R* , (R* = e2/81rE c a*) (19)
y c so

and n in units of n s /a*
2  (a* = 4ffeF02/m*e2) (20)

as first introduced by Reisinger and Koch, 12, These authors used numerical
calculations to show that the parallel field depopulation could be written
as a universal function of ne when written in these units, and the results
of their calculations are shown as solid lines in fig. Ii, together with the
results of some earlier measurements by Zhao et al., °.

Although only performed for relatively lower electron concentrations,
a linear extrapolation of the theoretical results appears to give remarkably
good agreement with the experimental data, although some discrepancies appear
between the two sets of data,8, 13. This is partially due to an incorrect
analysis of the Shubnikov-de Haas data by Zhao et al., 8. The agreement
with theory is even more remarkable, when it is realised that the calcula-
tion takes no account of non-parabolicity, which can alter the effective
mass by more than a factor of 5, for the lowest subband at high electron
concentrations,7 .

Further evidence for this universal behaviour is shown in fig. 12,
where the calculations are compared to results for GaAs, 14, GaInAs-InP, 6,

GaInAs-AlInAs, 5, and Hg0.7Cd0.3Te,
13. The systems chosen were all

accumulation layers, or as in the case of the GaAs-GaAlAs have very low
depletion charge densities. The agreement with theory is seen to be
extremely good, giving a linear dependence over approximately three orders
of magnitude.
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INTROnUCTION

The most fascinating property of the Quantum Hall Effect (QHE) is the

phenomenon that from a relatively simple experiment on a semiconductor a

new type of electrical resistor R, can be deduced which is independent of

microscopic properties of the semiconductor and reproducahle at a level of

better than 10-6. In the recent publication of "The 1986 Adjustment of the

Fundamental Physical Constants" i one finds a new general constant, the

quantized Hall resistance with a recommended value

R0=(Z5812.8Sn56±O.0O012) Ohm. This value is identical with the ratio h/e
2 ,

the ratio between the Planck constant h and the square of the electron

charge e. The surprising result is, that this universal constant k0 can be

measured directly on a macroscopic system. In principle all Hall effect

measurements in strong magnetic fields and low temperatures on a two-

dimensional electron gas show the QHE. However, for the experimental rea-

lization of this quantum phenomenon one has to specify the condition "low

temperature", "high magnetic field" and "two-dimensional system". The

inversion layer at the Si-SiO 2 interface of a silicon MOS fieldeffect

transistor is the classical example for a two-dimensional system 2 but in a

more general way all structures with a vanishing conductivity in one di-

rection may he called two-dimensional electron gas. Even a superlattice

with a macroscopic thickness of some micrometers can show two-dimensional

properties if the periodicity of the superlattice leads to well separated

minihands 3. In this respect most of the structures discussed at this

school are related to the physics of two-dimensional systems and can be

used for a discussion of the quantum Hall effect. The reduced dimensiona-

lity is necessary in order to obtain gaps in the electronic spectrum.
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Theoretically all finite systems which consist in principle of a discrete

energy spectrum should show the QHE. Therefore it is not surprising that

some theoretican claim that the QHE is in principle present in any finite

electronic system4 , but in reality only few seminconductor systems are

used for an experimental study of the QHE. At present the simplest one

seems to be the GaAs-heterostructure since the mobility of the electrons

in the plane of the two-dimensional layer is so high that already at rela-

tively low magnetic fields perpendicular to the layer a closed cyclotron

orbit with discrete Landau energies En is present. This Landau quantiza-

tion together with the size quantization of the two-dimensioal system

leads to the desired energy gaps AE which form the basis for the simplest

explanation of the OHE. The quantum Hall effect becomes more and more

pronounced if the ratio AE/kT increases which means low temperatures and

high magnetic fields since the energy gap AE increases approximately line-

arly with the magnetic field. This indicates already that all measurements

at finite temperature are measurements under nonideal conditions.

After the Nobel Prize in Physics in 1985 for the discovery of the QHE

different review articles and books with more than 500 references were

published on this subject5 -8 . In the following not all aspects of the QHE

can be covered and only a tutorial introduction together with a summary of

recent work in this field will be given including the applications in

metrology. The realization of a two-dimensional electron gas in field-

effect transistors, heterostructures and quantum wells is the subject of a

large number of contributions in this book and will not be discussed in

this article.

HALL EFFECT

The textbook interpretation of the Hall effect is usually based on a

discussion of the electron motion within a long sample (where the current

direction I is fixed) in a transverse magnetic field Bz. The Lorentz

force on the electrons moving with a velocity vx is perpendicular to the

current and magnetic field direction and has to be compensated by the

force on electrons in an electric field EH. This Hall field EH is built up

perpendicular to the magnetic field and current direction since the

electrons have to flow finally in a fixed direction (x-direction). The

resulting Hall voltage UH in y-direction is inversely proportional to the
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carrier density n3d and the thickness d of the sample and increases

linearly with the current I and the strength of the magnetic field B

U= (1)
n3d'd-e

The product of the three-dimensional carrier density n3d with the

thickness d of the sample is equivalent to a two-dimensional electron

density n2d =n 3d.d which corresponds to a projection of the carriers into a

plane perpendicular to the magnetic field direction. With the definition

of a Hall resistance RH=UH/I one obtains

R H B
RH =Ix n2d'e (2)

It should be noted that the width of the sample does not appear in

Eq. (2). Based on the tensor relation between the current density j and

the electric field E

E = p-j (3)

with the resistivity tensor p one can identify the Hall resistance RH

directly as the resistivity component p xy and the measured voltage drop in

the direction of the current is proportional to the diagonal component pxx

of the resistivity tensor.

Ey = Pyx "x (4a)

Ex = Pxx Jx (4b)

The Fqs. (4a) and (4b) are only correct if the current density jy is zero.

This is not the case close to the current contacts of a Hall device since

the current direction in the presence of a magnetic field is not perpendi-

cular to equipotential lines (= boundary of the metal contacts) so that

the current component jy is not zero close to the current contacts.

Therefore potential probes are necessary for an experimental determination

of the resistivity components as shown in Fig. 1. For measurements without

magnetic field it is usually not very important whether the potential drop

in the direction of the current is measured by a two terminal method

(potential measurement between the current leads) or by a four terminal

method which is only used at small resistance values in order to avoid
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problems with the contact resistance. However in a magnetic field it is

absolutely necessary to use potential probes, especially in measurements

of the quantum Hall effect. In this case the voltage Ux in Fig. 1 becomes

zero whereas the voltage drops between the current contacts is identical

with the Hall voltage 11H* The prohlem of the current and potential distri-

bution in a magnetic field of a homogeneous system with Hall geometry has

been solved hy using different techniques
9- 12 but these calculations do

not include a solution of the Poisson equation.

Whereas Hall devices are used for the determination of the resistivity

components pxx and p xy another geometry, the so-called Corbino geometry

is used for a direct measurement of the conductivity tensor component axx.

In this case the sample has a circular geometry with one electrical con-

tact in the center of the disk and the other contact at the outer boundary

Ix

n -GoAs

doped AIGa1-,As lO- OOnm

-2DEG
undoped GaAs 1-4 tm

semi-insulating
GaAs

Fig. 1. Typical geometry of a sample used for Hall effect measurements.

The formation of a two-dimensional electron gas (2DEG) in a GaAs

heterostructure is shown in the enlargement of the cross section.

The Hall voltage IfH and the voltage drop Ux are measured under

constant current condition I =const as a function of the magnetic

field Rz perpendicular to the 2nEG
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of the sample. Since for this geometry a fixed direction for the electric

field is given, the equation

j = a • F (5)

is more useful than Eq. (3) because the measured current at a fixed app-

lied voltage is directly proportional to the component axx of the conduc-

tivity tensor. However, the current flow perpendicular to the applied

electric field, which is connected with the Hall conductivity axy, cannot

be measured. Therefore all measurements of the QHE are done on devices

with Hall geometry as shown in Fig. 1.

The classical expressions for the resistivity and conductivity components

of a homogeneous degenerate system as a function of the magnetic field are

Pxx (R ) = Po= const (6a)

Pxy(B) = n--  (6b)
y 2d'.e

xx (B) = - (6c)

with ao=Po- =n 2d*e1

In general, the relations between the resistivity and conductivity tensor

components are the following:

yxx yxY 1 Pxx PxY1 (7a)

xy yy Pxx2+p xy 2  Pxy Pxx

or

Pxx Px) = I2x ( : :: 
(7b)

Pxy P~ y) axx 2+yxy 2  Oxy a xx

Oualitative curves for the measurable quantities on a Hall device

(Pxx1 ) and on a Corbino device (a xx) are shown in Fig. 2 for both the

classical situation (dotted lines) and the situation where quantum pheno-
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OXX

Pxy h/--

magnetic field B
Fig. 2. Qualitative behaviour for axx, Pxx and pxy of a two-dimensional

electron gas with a fixed carrier density as a function of the

magnetic field. The dotted lines represent the classical curves. A

spin degeneracy is not included

mena are visible (full lines). The deviations from the classical curves

are observed if the energy spectrum is changed due to the Landau quantiza-

tion. The following section discusses this quantization within the simple

picture of a free electron in a magnetic field. The electron-electron

interaction which seems to be responsible for the fractional Quantum Hall

Effect (see contribution of R.J. Nicholas in this book), is not included

in the following discussion.

LANDAU QUANTIZATION

The quantum Hall effect is characterized by an energy gap at the

Fermi energy at certain magnetic field values so that elastic scattering

processes are not possible. This leads to a vanishing conductivity a as

shown in Fig. 2 since scattering processes are necessary for a diffusion

of electrons in the direction of the electric field. Without scattering
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the electrons move like free electrons in crossed electric and magnetic

fields with a velocity vx= Ey/B z . Under the condition of the quantum Hall

effect Eq. (7) reduces to

'xx = Pxx = 0 (8a)

1 -nd (e
xy - (8b)

The existence of energy gaps in the spectrum of a two dimensional electron

gas in a strong magnetic field can he understood from a discussion of the

properties of an electron in a magnetic field. The absolute value of the

energy gap is a very complicated function of the bandstructure but is not

important for the discussion of the QHE. Only the existence of a gap is

important and the interpretation of the QHE on the basis of gauge invari-

ance arguments 13 demonstrates that a detailed knowledge of the energy

spectrum is not necessary. However, for a microscopic picture of the QHE

it is useful to start with an analysis of the properties of an electron in

a magnetic field.

In a classical description one uses a picture where the electron is

moving on a circle with radius t around a center (X,Y). Without solving

the Schrdinger equation of the problem one can show11 that the commutator

for the center coordinates of the cyclotron orbit [X,Y]=iX 2=i/eB is

finite, which is equivalent to the result that each electronic state

occupies in real space the area

F h (9)

This result is independent of the form of the wavefunction. The wavefunc-

tion itself depends on the gauge, on the orientation of the vector poten-

tial A. Depending on the symmetry of the problem one uses different gau-

ges. The symmetric gauge is useful for a discussion based on a Corbino

disk geometry whereas most of the calculations related to the Hall geo-

metry use the Landau gauge with a vectorpotential in the direction of the

electrical current. In this case the wavefunction * can be written as a

plane wave in the direction of the current multiplied with the solution C n
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of the harmonic oscillator equation

= e i k x . n(y-Y) (10)

In this representation, the center coordinate Y of the cyclotron motion is

a good quantumnumber and directly related to the k-vector in x-direction.

Y = -k/eB = kC2  (11)

For a finite length L of the sample in x-direction (with periodic boun-
xxdary conditions) only discrete k-values with Ak=2n/L x are permitted. This

means (see Eq. (11)) that the center coordinates are separated by an

amount AY=(2w/Lx).t 2 so that the area Fo=AY.Lx occupied by one state with

the quantumnumbers (k,n) is Fo=2it2=h/e-R. The energy E(k,n) is determined

by the Landau quantumnumber n=0,1,2... if the electrostatic potential in

y-direction is constant

En = E(k,n) = (n+ ) w c (12)

The cyclotron energyhwc=eB/m depends on the mangetic field B and the

cyclotron mass mc and determines within the ideal one-electron picture the

energy gap AE in the spectrum of a two-dimensional electron gas in a ma-

gnetic field.

The number N of electrons which can occupy each level En corresponds to

the number of areas F available within the area F of the device

N = F - e B (13a)
F 0 h

This result is identical with the number of flux quanta within the area F

of the sample and can be interpreted as a condensation of all the elec-

tronic states without magnetic field (density of states D=F.(2wm c /h
2) if

the spin is not included) within the energy range AE=c

F'2,1*mc BeR F-e.B
N = DA c = h2 -- c- m _ F (13b)

An integer number i of fully occupied energy level En corresponds to a

carrier density of n=i.(eB/h). If this relation between carrier density n

236



and magnetic field R is fulfilled, the Hall resistance RH becomes (see Eq.

(2))

RH =_h (14)
ie2

Under the condition that the two-dimensional carrier density n2d is fixed,

as usually assumed in measurements on selectively doped heterostructures,

a quantized Hall resistance h/ie 2 is expected at well defined magnetic

field values

n2 d* h (15)

1 i-e

However, this result is not very exciting in connection with an applica-

tion of the quantum Hall effect. The expected result is shown in the upper

part of Fig. 3 where the Hall resistance RH as a function of the magnetic

field is plotted. RH increases linearly with B and at very special values

Hi of the magnetic field (see Eq. 15) the special value for the Hall re-

sistance RH=h/ie 2 is expected. The corresponding occupation of the Landau

levels with electrons (a constant number of 180 electrons is assumed in

this example) is sketched in the lower part of Fig. 3 where the magnetic

field values are chosen in such a way that just one or four Landau levels

are fully occupied and therefore the quantized Hall resistance values h/e2

and h/4e 2 are expected. The size of the sample corresponds to the area

F=Lx.Ly and the maximum number of electrons occupying one energy level is

equivalent to the number of squares F0=h/eB within the area F of the samp-

le. It should be noted that for typical magnetic field values of about

4 Tesla the area F0 is only 10-
11cm2, so that the size LX.Ly of the

samples shown in Fig. 3 is unrealistically small. The energy difference

between the Landau levels increases linearly with the magnetic field.

This discussion of an ideal two-dimensional system in a magnetic field

leads to the conclusion that for an accurate measurement of the quantized

Hall resistance an accurate determination of the magnetic field is neces-

sary. Fortunatply, this is not the case. Experimentally well defined

plateaus in the Hall resistance are observed so that a calibration of the

magnetic field is not necessary. fifferent mechanisms may explain a con-

stant value for Pxy within a certain magnetic field range and even today
different groups prefer different interpretations. Some theories try to

explain the Hall plateaus on the basis of the assumption that a reservoir
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magnetic field

SeB1  B

E, - I B

AE = m

EO E

magnetic field BI B4 =0.25B 1

Fig. 3. For an ideal two-dimensional system in a magnetic field the Hall

resistance RH increases linearly with the magnetic field B. The

quantized values RH=h/ie 2 are obtained at fixed magnetic fields

Bi=n 2d* h/i.e. In the lower part of the figure the occupation of

the Landau levels En with 180 electrons at the magnetic fields B1
and 84 (where exactly one or four Landau levels are occupied) is

sketched. For simpicity, the spin degeneracy is not included. The

squares Fi surrounded by strong (weak) lines characterize occupied

(empty) electronic states

of electrons outside the two-dimensional system allows a change in the

electron concentration in such a way that a Landau level remains fully

occupied if the magnetic field is changed'5 . The reservoirs may be con-

nected with interface states, metal contacts or the depletion layers in

the semiconductor. However, the majority of publications discuss the ori-

gin of the Hall plateaus in connection with a discussion of localized

states in the tails of the Landau levels16-1 9. Any disorder in the sample

like impurities, interface states or even the boundary of the sample may

lead to a change in the energy spectrum in such a way that Hall plateaus

appear. some aspects of the Quantum Hall Effect in the presence of poten-

tial fluctuations will be discussed in the following section.
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QUANTUM HALL EFFECT UNDER REAL CONDITIONS

A calculation of the QHE under real conditions is so complicated that

a microscopic interpretation is not available. The finite temperature is

usually not included in the calculations and the influence of the compli-

cated boundaries of the sample on the QHE is an unsolved problem. A large

number of theoretical papers discuss the influence of impurities on the

quantum transport properties and the self-consistent Born approximation

has been used for a determination of the density of states D(E), the con-

ductivity axx and the deviation Aa xy from the classical expression for the

Hall conductivity 20,21. Within this approximation and short range scat-

terers, the following results are obtained. The density of states has a

semi-elliptic shape with a hroadening r proportional to VB/u, the conduc-

tivity axx is mainly proportional to the square of the density of states

at the Fermi energy and the expression for Aa shows similarities to the

classical calculations Au xy=xx /uB. However the main feature of the QHE,

the existence of plateaus p xy(B)=const and p xx(B)=O could not be ex-

plained.

The experiments by Kawaji et a122 indicated already that the standard

picture within the mean field theory breaks down and that the localization

of states due to disorder should be included. The numerical calculations 23

by Aoki shown in Fig. 4 demonstrated that the localization length a- 1 of

most of the states within one Landau level is finite but the conclusions

regarding the influence of localized states on the Hall effect were incor-

rect 24 . After the experimental verification of the quantized Hall resis-

tance in 198n with plateau values independent of the amount of localized

states 25 , a large number of theoretical publications came to the conclu-

sion that the occupation of localized states in the tails of the Landau

level leads to a vanishing conductivity axx and the Hall conductivity

becomes stabilized at a value i.(e2/h) corresponding to the ideal value of

a fully occupied Landau level 16- 19 . This result can be easily understood

in the percolation picture26-28 which is a good approximation in the limit

of infinite high magnetic fields and long range potential fluctuations

where the electron behaves like a classical particle with a motion on

equipotential lines. A closed equipotential line within the area of the

sample means that the corresponding electronic state is localized. This

type of localization is quite different from the localization without

magnetic field.
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Fig. 5 represents a simple picture of the Landau energies like in

Fig. 3 but with a repulsive and an attractive potential fluctuation (for

example impurities) within the area of the sample. fepending on the

strength of the fluctuations more or less pronounced "hills" and "lakes"

within each energy plane E r appear and the electrons surrounding the hill

or the lake on an equipotential line are localized states. Starting from

D(E)

000.1
2TE12r CL1201

-1 0 1

E/r

Fig. 4. fensity of states D(E) and localization length a-' calculated for

the lowest Landau level E 23. Attractive, short range scatterer

with a concentration of 5 centers within a cyclotron orbit are as-

sumed. Only states close to the maximum of the density of states

are extended (-i+o). The asymmetry in D(E) with more localized

states on the low-energy side originates from the assumption of

attractive scattering centers whereas repulsive scattering centers

give an asymmetry with more localized states on the high-energy

side

the situation where the lowest Landau level is fully occupied and the

higher levels are empty (which corresponds to the magnetic field value Ri

in Fig. 3 and a quantized Hall resistance pxy =Ro=h/e2 ), one can understand

that the Hall resistance remains constant if the magnetic field differs

slightly from the value R1 . With increasing magnetic field B=B 1+AB the

degeneracy of the Landau levels increases so that under the condition of a
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BI-AB B1 B1+AB

magnetic field

Fig. 5. Energy of the Landau levels E0 and El within the area Lx.Ly of the

sample if a smooth attractive and repulsive potential is present.

The variation of the Fermi energy EF(B) relative to the Landau

levels is shown for different magnetic field values if the

electron density is kept constant. At the magnetic field B=B1 the

Fermi energy is assumed to be in the gap between E0 and El so that

a fully occupied lowest Landau level Eo with a quantized Hall

resistance R0 is present. The value of the Hall resistance remains

constant if the magnetic field is changed as long as only the

occupation of localized states is changed

constant number of electrons some states close to the top of the hill in

the lowest Landau plane are unoccupied. This situation corresponds to a

sample with a hole (no electrons within the hole) where all states outside

the hole are occupied like for a fully occupied Landau level. The Hall
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resistance can be calculated on the basis of two devices in parallel with

fully occupied Landau levels as shown in Fig. 6 and the result is (see Eq.

(2)) that the Hall resistance is not changed if holes are added as long as

the boundaries of the holes are equipotential lines.

Similar arguments hold if the magnetic field is reduced to a value

B=B1-AB. In this case, the lowest Landau level remains fully occupied but

in addition localized states close to the bottom of the lakes of the next

higher Landau level El will be filled up since the degeneracy of the

lowest Landau level decreases with decreasing magnetic field. The position

of the Fermi energy EF(Bl-AB) is shown in Fig. 5. However, the localized

states in the Landau level El do not contribute to the conductivity axx

and to the Hall effect so that from the experimental point of view the

0Bz /fully occupied lowest

h
UH= e 2 "

VIVO+ h 11

Ve 2

W/ fully occupied/
" _.hole / / lowest /

Landau level

equipotential h
line V=V0  Vr:VO-'2 12

Hattvottage UH:V1-Vr: e2 (11 12)= e *1

Fig. 6. The Hall voltage of a 2DEG with a fully occupied lowest Landau

level is h/e2 times the current Ix flowing between the Hall probes

(upper part). A hole in the sample surrounded by an equipotential

line as shown in the lower part of this figure does not influence

the Hall voltage as long as the lowest Landau level remains fully

occupied in the rest of the sample
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condition of a fully occupied lowest Landau level with axx=O and axy=e2/h

remains unchanged. This result that a variation of localized states does

not influence the Hall effect has been confirmed by different quantum

mechanical calculations, too 16- 19 , so that this process seems to be the

main origin of the Hall plateaus.

A discussion of the QHE on the basis of the percolation picture shown in

Fig. 5 allows also some predictions about differences in the experimental

results if attractive or repulsive potential fluctuations dominate. For

attractive centers, localized states on the low-energy side of the main

Landau level En exists which leads to Hall plateaus above the classical

curve p xy() whereas repulsive scatterers lead to Hall plateaus below the

classical curve. Very recently such differences have been observed experi-

mentally by adding ionized donors or acceptors close to the two-dimen-

sional electron gas 29. Fig. 7 is an example of such a measurement on a

GaAs-AlGaAs heterostructure with about 2x0 10cm"2 silicon donors close to

the interface. As expected, the Hall plateaus are shifted to the low-

magnetic field side whereas for a sample with Be-acceptors the Hall pla-

teaus are shifted to such high magnetic fields that the plateau Ro=h/e
2

does not cross the classical curve Pxy=B/n 2d*e. For a quantitative expla-

nation of this result one has to include the spin splitting of each Landau

level F but his is another complicated subject not included in this ar-n
ticle since on the one hand the g-factor of electrons in a GaAs hetero-

structure determined from electron-spin-resonance 30 is about g=0.33 and

therefore smaller than the bulk value whereas on the other hand from an

analysis of magnetotransport data g-factors up to g=6 are observed31 .

These results can be explained by nonparabolicity effects and an exchange

enhancement which has a maximum if one spin level is fully occupied cor-

responding to the situation of the OHE at odd integers i=1,3 .... Under

ideal conditions the quantized Hall resistance is independent of the value

of the spin splitting but in measurements at finite temperatures a finite

value for the resistivity p xx becomes visible which depends on the energy

spectrum 32. Experimentally one has found that the quantized Hall

resistance deviates from the value h/ie 2 if pxx is finite and the

following relation is found33 :

AP <05Pmin (16)
A xy < 0.5 nxx

Since the resistivity pxxm at integer filling factors can be reduced to

unmeasurably small values by reducing the temperature or using Hall pla-
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teaus at higher magnetic fields, the correction mentioned in Eq. (16) are

at present not important in high precision measurements of the quantized

Hall resistance.

However, a microscopic transport theory which allows predictions of

corrections to the OHE under real experimental conditions is not avail-

ahle. Even such a question like the current distribution within a Hall

20-

X
X

0 1 2 3 4 5 6 7 8 9 10 11
B (T)

Fig. 7. Resistivity pxx and Hall resistance RH=Pxy as a function of the

magnetic field for a (aAs heterostructure with 2xlOi
0 cm-2

positively charged Si-donors close to the 20EG. The Hall plateaus

are asymmetric relative to the crossing point with the classical

curve

device at zero temperature has not been solved exactly 34- 36 so that a

theoretical discussion of the real experimental situation including fluc-

tuations in the carrier density within the area of the sample 3 7 cannot be

expected in the near future. First attempts were made to include inhomoge-

neities in the carrier density in calculations of the density of states 38

(see contrihution of E. Gornik in this book) but a transport theory is

still much more complicated.
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APPLICATIONS OF THE QUANTUM HALL EFFECT IN METROLOGY

The applications of the QHE are very similar to the applications of

the Josephson effect, which can be used for the determination of the fun-

damental constant h/e or for the realization of a voltage standard. In

analogy, the OHE can be used for a determination of h/e2 or as a resistan-

ce standard 39 .

In principle, corrections to the quantized Hall resistance measured

under real experimental conditions are always present but all data indi-

cate that in the limit P xx=O (for example, extrapolation to T=O K) a quan-

tized value R H=h/ie 2 is expected. Already at a finite temperature of T=2 K

and magnetic fields of about 8=10 Tesla, the corrections found in measure-

ments on GaAs heterostructures are smaller than the experimental uncer-

tainty of 10-8. The good agreement in the value for the quantized Hall

resistance40,4 1 measured in different countries on different samples and

different materials (see table 1) indicates that the quantized Hall resis-

tance is really a stable and device independent phenomenon. Therefore, one

of the applications of the QHE is the determination of the drift coeffi-

cient of the standard resistors kept at the national laboratories, since

the quantized Hall resistance is more stable and more reproducible than

any wire resistor. The National Physics Laboratory (NPL) in Teddington

(GR) obtained the following result for their NPL-Ohm:

dR(t s) = (-0.0478 ± 0.0074) year
dt year

As a consequence, the Comit6 Consultatif d'Electricit6 (CCE) which is

responsihle for the propagation and improvement of the electrical units

throughout the world, adopted a declaration concerning the QHE for main-

taining a representation of the Ohm (Declaration E2 (1986), 22.09.1986).

Table 1. Experimental data for the quantized Hall resistance at the

plateau i=140 ,41 (1.9.1986)

RIPM (Paris): 25812.809 ± 0.003 a NPL (GB): .811 ± 0.002 a

EAM (CH): .809 ± 0.004 a .803 ± 0.002 s
ETL (J): .804 ± 0.008 o NCR (Can.): .814 ± 0.006 a

.804 ± 0.014 a PTR (FRG): .802 ± 0.003 Q

LCIE (F): .810 ± 0.001 f NVIIM (UdSSR): .805 a
NMS (USA): .810 ± 0.002 Q VSL (NL): .802 ± 0.005 o
NML (Austr.): .810 ± 0.002 a mean value: .807 Q
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One result of this declaration is the decision, that the CCE will meet in

September 1988 "with a view to recommending the value of RH to come into

effect on Ist January 1990. The value of RH will be based upon all rele-

vant data collected by a Working Group that become available up until 15th

June 1988".

It is not clear whether really a value for RH will be fixed or whether a

statement will be accepted that the quantized Hall resistance is identical

with the fundamental constant h/e2, so that resistance calibrations in

SI-units on the basis of the recommended value for h/e2 will be possible.

In this respect, the situation for the Josephson effect differs from the

situation for the QHE. The fundamental constant h/e, which determines the

uncertainty of the Josephson-Volt, is only known with a relative uncer-

tainty of 3x10 - 7 whereas the instability of the Josephson-Volt is less

than 10- 9 . Therefore a fixed value for 2e/h has been adopted with a value

of 483594,0 GHz/V 76 -8 1 in order to reproduce everywhere in the world the

same voltage (however not expressed in SI-units) within an uncertainty of

10-9. In contrast, the fundamental constant h/e2 of the quantized Hall

resistance is already relatively well known (uncertainty 4.5x10- ) so that

the fixed value for h/e2 will not improve drastically the stability of a

resistance reference system. The high accuracy for h/e2 in SI units origi-

nates from the fact that h/e2 is (beside a fixed number) identical with

the inverse finestructure constant which can be calculated from measure-

ments of the electron magnetic moment anomaly combined with the extensive

quantum electrodynamic (QFD) calculations of the theory. However, it is

not clear at which level of accuracy a breakdown of the QED-theory is

expected. Therefore changes in the recommended value for the finestructure

constant due to systematic errors may be necessary. If these changes are

expected to be larger than the stability of the quantized Hall resistance,

than the CCE may come to the conclusion that for applications in metrology

everyone should use a fixed value for the quantized Hall resistance, for

example RH= 25812.8000 aK= 1 Klitzing4 2. The index K indicates that this

resistance has in principle nothing to do with the SI-units but the value

is chosen in such a way that the difference 1 aK-1 a is as small as

possible.
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INTRODUCTION

The existence of the fractional quantum Hall effect (FQHE) is taken
to be evidence for the formation of a new highly correlated ground state
of a two dimensional electron gas. This occurs at very low temperatures,
in high magnetic fields, and in systems where there is only a very small
amount of disorder present. The main experimental observations are that
minima are observed in the electrical resistivity component p x, at frac-
tional Landau level occupancies v=nh/eB=p/q, where p is an integer and q
is an odd integer [1-91; while corresponding Hall plateaus are seen at
quantized Hall resistivity values of h/ve2. To date fractional states have
been reported at xP 1/3, 1/5, 2/5, 2/7, 3/7 and 4/9, and the equivalent
'hole' analogous of these states have been observed at occupancies v=
1-(p/q). These states occur when all of the electrons lie in the lowest
spin split Landau level, but it has recently been shown that they can
exist in a similar manner in the upper spin state at occupancies of the
form %F 1+(p/q). Once ,>2 the electrons occupy the second Landau level. At
this point the experimental position becomes less clear, with some reports
of the observation of 7/3 and 8/3 states (3,4], and some suggestions that
even denominator fractions may occur [8,91. The significance of these
results is that the existence of minima in the resistivity and quantized
Hall plateaus may be shown, by using the gauge invariance arguements of
Laughlin [10], to result from the formation of a mobility gap in the den-
sity of states. In other words the degeneracy of the individual Landau
levels for isolated electrons has been lifted by the residual Coulomb
interactions, leading to the formation of an energy gap between the ground
and excited states of the system.

The theoretical treatments of the phenomenon break into three main
groups. Firstly there is the original quantum fluid picture developed by
Laughlin [11-13], which is based on a postulated trial ground state wave-
function. This posseses quasi-particle excitations which have fractional
charge of unit e/q. The higher fractional states are thought to result
from a hierarchy [12,14,15] in which the ground state of each succeeding
fraction (say 2/5), is the result of a condensation of the quasi-particles
associated with the preceding level (1/3). These quasi-particles exhibit
fractional charge, corresponding to the denominator of the fraction con-
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cerned. This picture implies that no 'daughter' state may exist unless its
parent state exists - a prediction which is brought into question below.
Further extensions of this theory include the calculations by MacDonald et
al. [16] for the N=1 Landau level, in which it is found that the fractio-
nal states repeat themselves, but that the quasi-particle energy gap asso-
ciated with the 1/5 states is comparable with that of the 1/3 state. Seve-
ral calculations have been made of the energy gap for the 1/3 state, i.e.
the energy needed to create a separated quasi-electron - quasi-hole pair.
These give numbers of order Ce2/4 wlB, with C-0.1 [17-19], where 18 is the
cyclotron radius (1R= h/eB). If the quasi-particles may be approximated
to point charges, tfIen the energy gap will scale as q-2.5 [14]. Calcula-
tions of the dispersion relation for the quasi-particle pair excitation
[20,21] suggest that there may be a rather smaller 'indirect gap' at fini-
te wavevectors, close to the reciprocal lattice constant for a Wigner
crystal.

The second approach is that originated by Tao and Thouless 122,23]1
who used the Landau gauge 3s a starting point, in which the single partic-
le states may be thought of as a set of parallel tracks. They suggested
that a collective state could be formed by an ordered fillin? of the
tracks. Quasi-particle excitations then consist of a 'defect with one
extra track filled or unfilled, while a quasi-particle pair excitation
would consist of the translation of a single occupied track to its neigh-
bour. This model also suggests that even denominator fractions may occur,
but calculations of the energy gaps for both the odd and even fractions
give values considerably greater than are found from the Laughlin ap-
proach, or by experiment.

More recently there have been several calculations made based on a
Wigner crystal ground state [24-25], which predict a lower energy ground
state than that found by Laughlin. Kivelson et al. [24] have found large
contributions to the energy from cooperative ring exchange, in which elec-
trons move coherently along a closed path in the crystal lattice. These
contributions are enhanced at rational filling factors, again leading to
an energy gap and quasi-particle excitations. The energy gap values are
comparable with those predicted for the Laughlin ground state.

THEORY

The theoretical treatments of the fractionally quantized states in-
volve the use of rather complex formalism, however it is worthwhile to
attempt to give an intuitive picture of the problem. A further complicat-
ing factor is the ability to describe the system in a number of different
gauges. The most widely accepted and successful theory is that developed
by Laughlin [11-13], who works in the symmetric gauge. The starting point
for his work are the single particle wavefunctions of the form

In > = 1 znexp(_1/41zt2) (1)v2n+ 1 n !

where z=(x -iy )/1B, and n is the angular momentum quantum number which
gives tNe dgenlracy of the state. The next step is to introduce a varia-
tional many body wavefunction of the form

N
%(Zl ..... ,ZN) = IT (zj-zk)mexp(- 1/4 Izl 1 2) (2)

j<k 1

where m is an odd integer. Laughlin [11,121 was led to the use of this
form by requiring it to be an eigenstate of angular momentum and by the
need to make the polynomial part antisymmetric, which leads to the re-
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quirement that m should be odd. He was then able to show that the Quasi-
particle excitations of this state could be created by piercing the ground
state with a single flux quantum. The resulting particle has an effective
charge of -1/m, due to partial screening of the induced charge. The exci-
tation of a quasiparticle across the energy gap separating the ground and
excited states then requires the creation of a quasi-electron- quasi-hole
pair. He has calculated that this will require energies of 0.056 and
0.014 e 2/4we1B for the 1/3 and 1/5 states respectively.

In order to deduce the existence of quantized Hall plateaus from this
calculation it is then necessary to introduce the idea of some disorder
into the system, which then creates a mobility gap separating the ground
and excited states. It is then possible to use the arguements of gauge
invariance, as first introduced by Laughlin [101 to describe the integer
quantum Hall effect, to predict the existence of plateaus. This involves
the introduction of the rather unphysical geometry of an annulus or ring,
which contains a solenoid in order to introduce flux changes. This causes
the Hall current to flow around the ring, while at the same time transfer-
ring electrons from one side to the other through the Hall potential V.
The fact that the conductivity and resistivity are zero at particular
filling factors requires the wavefunction to be periodic around the ring,
leading to flux quantization. The quantized Hall resistivity is then the
ratio of the flux quantum to the electron charge. In the case of the frac-
tional effect the reasoning is not quite so clear since it is not possible
to introduce single quasi-particles externally. Instead one is led to the
conclusion that motion of a single electron results in the introduction of
m flux quanta. This seems a ndtural consequence of the ground state wave-
function [2], which is invariant upon a 27r/m rotation of the system. The
periodic boundary condition will then introduce a 2m7 phase change upon a
complete rotation of the system, coresponding to motion of the single
electron across the ring. The conclusion is then that the size of the flux
quantum has changed, and the ground state is triply degenerate.

An important feature of the Laughlin approach to the ground state is
that it is a quantum liquid, which is formed through the Coulomb inter-
actions between the electrons, and therefore correlates their motion.
Since the sytem remains a liquid there is only short range order, in con-
trast to the Wigner solid, and he has calculated [21 that the correlation
lengths are of order 5 lB .

An alternative approach has been given by Tao and Thouless [22], who
have worked in the linear gauge where

= eikx nyy O )  
(3)

with k as the degenerate quantum number. The single particle wavefunctions
may be thought of parallel tracks of width IB and centred at

YO= k/eB - E0  (4)

For a system of length L the track separation is

YO = f6k/eB = 2 B2/L (5)

which is obviously much less than the width of any individual track. The
arguement of Tao and Thouless is that in the fractional state the system
can lower its energy by an ordered filling of tracks such that every mth
single particle state is filled. To show the correspondence with the
Laughlin approach we take the linear geometry and bend it around to form a
ring or annulus of diameter L. In this case the ground state is a set of
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/ 
// // Fig.1: A schematic view of the

----- app,- ation of a gauge
\transformation for the m=3 ground

- , state, based on the Tao and
Thouless approach. The occupied

' .... ; ; }state is the solid line, and the
/' / spiral corresponds to the
\/ //progressive application of the

/ / gauge potential around the ring,
such that one occupied state is
mapped into the next.

set of concentric rings. If we now introduce a flux into the ring then we
produce an azimuthal change in magnetic vector potential AA=A*/L. This
introduces a progressive phase change around the ring of exp(ieAAxf),
which gives a shift in the track centre of

4Yo = AA/B = k/eB (6)

The occupied tracks have now been shifted outward by &yO, and in order for
the state to transform into the next occupied track we must have a shift
of

y0 = m 6Y0  (7)

leading to a flux quantum of mh/e. The process of transformation is shown
schematically in Fig. 1 as a spiral motion, for the m=3 state. This pic-
ture also has the 2w/m symmetry, corresponding to the m different starting
points for the spiral.

THE EXPERIMENTAL PICTURE

Some typical experimental results are described here which were taken
using Hall bridge specimens with channel widths of 50-150 am. These were
modulation doped GaAs-GaO gAl0 3As heterojunctions grown by MBE at
Philips Research Laboratorftes,Redhill [26], using spacer layers of 400
and 800 A, and with resulting electron concentrations in the range
0.6-4xO1Cm-2. The sample mobilities ranged from 0.1 to 2.1xlO 6cm2/Vs,
depending upon the sample and electron concentration. For any one sample
it was possible to change the electron concentration by factors of 2-3 by
excitation of persistent photoconductivity using a red LED. The samples
were cooled to temperatures as low as 20 mK in a dilution refrigerator.

Fig. 2 shows a typical recording of the resistivity px and Hall
component p, for the highest mobility sample G63 at an efectron concen-
tratlon of l.gx011cM - 2, following the photo excitation of the majority of
the carriers. The current density is 6.6x10-4 A/m. This shows what is
probably the most comprehensive set of fractional states observed to date.
The region above 8 T corresponds to the Incomplete filling of the lower
spin state of the N=O Landau level, and clear features can be observed at
2/3, 3/5, 4/7, with a weak feature at 5/9. There is also a weaker minimum
at 4/5 and associated Hall plateau, which has been observed more clearly
at lower current densities [27]. This is the furthest into the Landau
level tail that a fractional state has been detected. The fractional fea-
tures can also be seen to repeat themselves in the region 1<v<2, with a
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similarly regular set of q= 3,5,7 fractions, which is obviously synetric
about the half occupied level. It is possible to observe fractionally
quantized states at magnetic fields as low as 3 T in such highly pure
systems, as shown in Fig. 3, where the same sample is shown at a lower and
a slightly higher carrier concentration. The systematic behaviour in such
high purity layers is entirely consistent with the picture of a series of
states becoming progressively more bound as the denominator decreases or
as they move towards the centre of each level, where the influence of
disorder is least. Considerable changes from this picture can be seen
however when the electron concentration is varied and more disordered
samples are studied.

Figure 4 shows the electron concentration (n) dependence of the FQHE
in a rather more disordered sample G29, with n varying from 1.9 to
3.4xi0'm-2. The mobility variation in this sample is extremely rapid
(-n4"S; Foxon et al [26J), which is thought to be due to the presence of
long range potential fluctuations. At the lowest concentration the 5/3 and
4/3 states are hardly visible as weak minima in the resistivity, and the
traces are dominated by integer quantization. On illumination however, the
5/3 feature rapidly evolves to be a well defined Hall plateau and resisti-
vity minimum. In contrast the 4/3 state only ever gives rise to a weak
resistivity minimum, but still shows a Hall plateau. On closer inspection,
the Hall resistivity of this plateau is found to be a few per cent too
high. The very surprising feature is the appearance of a stronger minimum
at r= 7/5, which does have an accurately quantized Hall plateau, obviously
dominating the 4/3 features. An even more pronounced example of this trend
is shown in Fig. 5, from the earlier report of CLARK et al. [28], who were
using more disordered samples grown in a completely different growth kit.
In this case (n=4.3x1 1cm- 2, u=600 ,O00 cm2/Vs), the 4/3 state has totally
disappeared and been replaced by the 7/5 state in both the resistivity and
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Hall plateau following photoexcitation, but well behaved 5/3 structures
remain.

It would thus appear that there is a systematic change in the charac-
ter of the phenomenon as the influence of disorder becomes more pronounc-
ed. The common feature in all of these studies is that the inversion in
strength of the 7/5 and 4/3 states is brought about by the photoexcitation
of additional carriers into the 2DEG. At the same time the 5/3 state be-
comes more strongly favoured in even the highest mobility samples (for G63
the activation energy for 5/3 is substantially larger than for 4/3 [8]).
It would appear to be the photoexcitation process which is critical,
rather than the increase in electron concentration, as earlier results on

samples of comparable concentration do not show such behaviour. In a re-
cent measurement in which the electron concentration was increased by the
use of a back electrode, Boebinger et al. [61 observed the opposite be-
haviour; at high concentrations a very weak 7/5 state was completely sup-
pressed by a broad 4/3 resistivity minimum at low temperatures, although
the high electron concentrations were again found to favour the 5/3
state.

The photoexcitation mechanism is associated with the presence of
deep traps in the GaAlAs doped layer, and therefore once these have been
excited they will act as positively charged remote scattering centres
which alter the disorder in the system. The predominant sign of these
scattering centres would seem to be the most likely cause of the systema-
tic difference in behaviour between the results for the region v<1.5,
where the Landau level is electron-like and therefore under the influence
of an attractive potential, and for v>1.5, where the hole-like states will
be repelled from the scattering centres. This may also be the reason why
the q=3 states, with larger charge units, are suppressed relatively to q=5
while they are electron-like. Strong asymmetry has been noted for the
conductivity in the integer quantum Hall regime [29], which has also been
attributed to predominantly attractive scattering centres.

The final, and probably the most significant, conclusion from this
behaviour is that considerable difficulties exist to explain this in terms
of a hierarchical model of the FQHE, in which the existence of fractional
states at lower order is a necessary prerequisite for the formation of
successive orders. A 7/5 state should be one generation on from 4/3. Ap-
parently it is not.

Another important prediction of current theoretical models of the
FQHE is that only odd denominator states should exist. In our earlier
works [8,9] we found the appearance of resistivity minima in the region
2<v<4 , with apparently even denominator fractions, although no Hall steps
were seen. This data is shown in Fig. 6, together with data taken from the
same sample tilted at 60° to the magnetic field direction. The minimum at
2 1/2 is clearly visible in both traces, but the effect of tilting the

sample is to reduce the strength of the features at 2 1/4 and 2 3/4, and
to produce clear minima at 2 1/3 and 2 2/3. The effects of tilting the
field (and hence introducing a parallel field component) may well be
rather complex, since at least three different factors will influence the
states:
1) the total field corresponding to a given filling factor will in-
crease, leading to an increased spin splitting and hence less overlap of
adjacent spin states,
2) the parallel field component will alter the energies and wavefunc-
tions in the z-direction. This will alter the magnitude of the exchange
interaction, since the wavefunction will become more confined leading to
larger energy gaps [30],
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3) the influence of the scattering centres may be changed, leading to a
change in the effective disorder present.
In a rcent study of the activation energies as a function of tilt angle,
Haug et al. [31], have found that the 1/3 state was weakened by tilting,
while 2/3 became stronger.

The results shown in Fig. 6, however, suggest that there is no evi-
dence as yet for the formation of an energy gap at even fractional occu-
pancies. The appearance of features in the resistivity may nevertheless be
caused by electron-electron interactions, since the calculations of Halpe-
rin [15] suggest that the system will have a maximum in energy at even
fill ing factors, which may lead to an unstable charge distribution.

ENERGY AND MOBILITY GAPS

The most clear predictions from the theoretical descriptions of the
FQHE described above concern the magnitude of the energy gap associated
with the formation of the collective ground state. This is usually measur-
ed by studying the activated behaviour of the resistivity minima asso-
ciated with the formation of the fractional states. Once an energy gap has
been formed the density of states may be represented schematically as
shown in Fig. 7, with a mobility gap separating the conducting states of
each type of particle, which will begin at the 'mobility edges' Ec and Ec.
When the effects of disorder become small then this mobility gap will be
close to the energy required to form a quasi-electron quasi-hole pair. At
temperatures below the gap energy one would expect an exponentially acti-
vated resistivity, with an energy (A) equal to half the mobility gap. Such
behaviour is shown in Fig. 8, for the samples G63, G62 and G71, which are
in order of increasing 'dirt', as judged by mobility and quality of the
FQHE states observed. The data are taken for the resistivity minimum asso-
ciated with %F 2/3, and with electron concentrations adjusted by photoex-
citation so that the minima all occur at approximately the same magnetic
field. It can be seen that the effects of disorder are quite clearly to
cause a significant decrease in the magnitude of the activation energy.
This may be due to either one or a combination of two different effects.
The energy gap of the many body state may have been reduced, and in addi-
tion a broadening of the density of states may bring the two mobility
edges closer together, thus reducing the measured mobility gap. The
maximum value of A is 2.3 K, for G63, which is larger than other values
reported for similar fields [6,7], but still approximately a factor of
three smaller than most theoretical predictions [17-19]. This is probably
due to some residual disorder left in the system, to the possibly rather
lower 'indirect gap' for quasi-particle excitation [20,21] and to the
influence of the finite extent of the wavefunction out of the plane. ZHANG
and DAS SARMA (30], and YOSHIOKA [321, have shown recently that there is
an almost two-fold reduction in the gap energy when the finite z-extent of
the electrons is considered.

Another question mark over the use of activation plots to determine the
gap energies is the exact functional form of the temperature dependent
conductivity. The width of the extended state region can be estimated from
the minimum field required to produce well defined resistivity oscilla-
tions and Hall steps (of order 0.1-0.2 T), which will give widths of
1-3 K. Within this region the conductivity is apparently almost constant,
and temperature independent. Since the width is comparable to, or larger
than, the temperatures used, then using Fermi statistics we would deduce a
thermally excited quasi-particle population of
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n -D(E) kT exp(EF-Ec)/kT (8)

for one level. If this is dominated by the exponential term, we have for
the conductivity:

a - ac exp(EF-Ec)/kT ()

for activated conduction to the mobility edge. If the mobility in the
extended states is temperature independent, then the prefactor T should be
included and may introduce some significant systematic errors into the
determination of the energy gaps.

At still lower temperatures (of order 300 inK) there is a deviation
from the Arrenhius plots, apparently due to the onset of hopping conduc-
tion. Previous workers have used both a second exponentially activated
conductivity [7], and a high field hopping formula (6) derived by Ono
[32], to give good descriptions of the lower temperature region. An
approximate fit to our data gives p-exp(Ta), with a close to 1/4, as
expected for bulk materials, rather than 1/2 as predicted for 2D-systems
in high magnetic fields [33]. This may be due to the presence of some
leakage through the doped layers in the structure.
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OPTICAL PROPERTIES OF QUANTUM WELLS

C. Weisbuch

Laboratoire Central de Recherche, Thomson CSF

B.P. 10 - ORSAY, 91401 FRANCE

I - INTRODUCTION

The purpose of the present set of lectures is to introduce students to

the field of the optical properties of quantum wells (and superlattices ?).

As this field has grown out of proportions so as to be covered in three

lectures, we have choosen to focus on three areas of the subject which seem

to us more appropriate to the aims of the school, namely :

(i) The specific aspects of 2D systems concerning optical properties.

(ii) A description of the techniques of optical spectroscopy so widely

used in 3D systems, and their relative qualities when applied to the

field of quantum wells.

Ciii) The specific design rules and properties of quantum-well lasers

(QWLs). As will be seen below, they are quite dominated by "subtle"

2D effects, and QWLs therefore represent a good laboratory to study

what are the pros and cons of 2D devices. The discussion of the

difficulties encountered with 2D QWLs will then be briefly extended

to 1D and OD devices.

This set of lectures therefore does not discuss many topics concerning

the optical properties of quantum wells : calculation of energy levels

optical properties of type II quantum wells and superlattices 2, strained-3 .45

layer superlattices , nipis , Gex Sil1 x superlattices
5 , II-VI quantum wells

and superlattices (both wide or narrow gap7), light-scattering phenomena
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electric 9 and magnetic field perturbations10 of optical spectra, hot-elec-

tron phenomena as studied by optical techniques II etc... Excellent coverage

of these fields can be found in other lectures in this school or in recent

reviews. Time-resolved spectroscopy will only be briefly discussed in

direct relation with other topics presented in these lectures.

As is clear from the preceeding discussion of what is not included

here, these lectures are only concerned with the optical properties of type

I quantum wells, even so restricting us to interband transitions.

II - THE OPTICAL TRANSITION PROBABILITY

All interband optical phenomena near a band extremum can be expressed

in terms of the dielectric function

2(w)=o+ 2 2 (1)w -wo i1wr

where E1 and E2 are the real and imaginary part of the dielectric function

respectively, E0 is the background dielectric functions (involving all

crystal quantum states but the quasi-resonant state), 6 is the polarizabi-

lity of that resonant state with energy wo and damping constant r. Such a

description of optical properties through the dielectric function has been

very widely used to describe modulation spectroscopy of 3D-systems12. A

large amount of information is contained in B such as the description of

quantum states in uncorrelated one-electron states or in correlated exciton

states, the dimensionality of the Density of States (DOS) and type of the

transition (number of negative effective masses in the joint DOS) etc... To

our knowledge, no detailed quantitative analysis of QW phenomena has been

performed in the dielectric function framework, but we will use it below

for the description of some experiments. The reader is deferred to the very

good reviews of the field 12 for the description of the properties of (w),

its quantum-mechanical calculation and its relation to various optical

properties. It suffices to recall here that E1 and E2 are related through

the Kramers-Kronig relations, and that £2 (w) is very directly proportional

to the absorption coefficient a(w) as calculated from time-dependent per-

turbation theory (Fermi's golden rule). We can therefore write

2)a E2(w)'I'flE . li>12 R w)(2)
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where i and f are initial and final states of the optical transition, E is

the light polarization vector, p is the momentum operator and e(w) is the

joint density of states at energy w. It has been assumed that the matrix

element is independant of w.

Uncorrelated electron-hole pair transitions

In the enveloppe wavefunction approximation, the electron wavefunctions

take the simple normalized form :

i,f ()eh( , h ik' U cr , r (3)

where Xe,h (z) represents the confined electron (or hole) enveloppe wave-

function, k± and r are the transverse momentum and position, Ucv are the

usual periodic part of the Bloch wavefunctions.

The matrix element appearing in eq. (2) can be then factorized along

the usual procedurel 3 into the integral over the unit cell of the fast

varying part of the wavefunction (the ucis and uv 's) and a sum at lattice

points Ri of the slowly varying functions :

+ h(A i(ke _kh) Ai<fJ .pJi> eX(Ai)x( i )e u -
R- 'hkei- uvk d r (4)

The latter integral is independant of Ri and is the usual bulk matrix

element P which contains the selection rules due to band symetry and light
.13

polarization 1 . The former sum yields, after transformation back to an

integral and taking into account normalization factors

<fJF'.'Pi>,L z /2<(e,_Xh>p 6k e- h (5)
z ke k hi

As usual transitions are vertical (ie = l ). Recalling that the 2D

joint (DOS) is a constant ( P */li2, where),* is the reduced effective mass*I -I -I
P = me + mh ), one finds the important result:

a(w).Lz %E 2 w.Lzcstl<xelxh>J2 P2 %cst P2  (6)
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per allowed transition. The absorption probability is independant of QW

thickness ! As P2 is almost the same for all semiconductors (P 2/2mo 23eV)

the transition rate per layer is almost a universal constant (assuming

-3 14equal p's) for type I QWs, with a value of 6.10 - for GaAs

Exciton effects

Taking into account the effect of electron-hole correlation, the ini-

tial and final states of the crystal are two-particle states, with either 0

or 1 occupancy factor. The absorption coefficient is then

a(w)%E 2(W)-u l <oi ~ exc > 12

(7)
.kpl~uv >,2,¢(n) 26I<Ucke ' h (O) O

where the first matrix element is the usual Bloch optical matrix element,

ON (o) is the value of the exciton enveloppe wavefunction at zero relati-

ve motion, i.e. represents the overlap of the electron and hole wavefunc-

tions. 6 0,+ ensures the conservation of total momentum in the transition.

More rigourously, K is equal to Kph, incoming photon momentum.

It has been discussed at length in 3D that the mere existence of exci-

ton effects increases strongly the strength of the interaction between

light and solids 15,16  This is well-examplified in 3D physics, but also in

2D systems (see the lectures by Chemla 9). For our purpose here, we need

only the following properties of 2Dexcitons :

(i) Exciton appear as peaks in the absorption spectra due to the K-

conservation rule. Only the exciton state which matches the light

momentum can be coupled to incoming photons16 . This is however only

true as long as the exciton momentum is a good quantum number. Due

to interface disorder, this conservation rule might be somewhat

relaxed, but even with such an homogeneous disorder-induced broade-

ning one retains exciton peaks.

(ii) The exciton binding energy is increased in 2D (see Bastard's lectu-

res1 ). This increase of the binding energy with 2D character leads
; 17

to a very unique situation in semiconductors : usually, large

exciton binding energies require large reduced masses15 . These exist

only for large gap materials (effective mass theory) which in turn

are linked to a large ionicity of the material (Phillips theory of

covalent bonding) 18, which then implies strong LO phonons inter-
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actions. Therefore, in 3D, large exciton binding energies are only

observed in strongly polar materials (such as CdS, ZnS...) with such

LO phonon couplings so as to destroy excitons at room temperature.

On the contrary, excitons in 2D quantum wells have sizeable energies

with marginally modified LO-phonon scattering rates as compared to

3D19 and lead therefore to those large observable features at room
9temperature (RT)due to the strong light-exciton coupling

(iii) A decrease in exciton Bohr radius a B is associated with the increase

in binding energy. From eq. (7), this leads to an increased exciton-

photon coupling as compared to 3D which will appear in many experi-

mental situations such as reflectivity, luminescence, non-linear

mixing etc...

(iv) As in 3D the hydrogenic continuum states of the uncorrelated

electron-hole pairs lead to an enhancement of the electron-hole

wavefunction overlap and therefore of the absorption coefficient

(so-called Sommerfeld factor) 15. This enhancement doubles the absor-
20ption at the band edge and decreases over a few Rydbergs

(v) The excitonic levels and radii depend on the reduced mass and on the

confined electron and hole wavefunctions. One then expects them to

vary with the type of hole and with the confinement quantum number.

A basic complicacy arises from valence band mixing : the exciton

enveloppe wavefunction is a linear combination of electrons and hole

wavefunctions with k's in an extension aB around 015. For such

values of k (up to a few 106cm-1 ), strong mixing has been predic-

ted.

Selection rules

Zero-order selection rules on the optical matrix element P and radia-

tion patterns can easily be deduced from atomic-physics analogies as it is

known from the correspondance principle that quantum-mechanical electric

dipoles radiate like their classical counterparts21 . One can then deduce

the radiation pattern for a transition between two quantum states, provided

one calculates the electric-dipole matrix-element between these two states.

Figure la shows the dipole moment between an electron s-state and a hole

p-state, and lb represents the resulting radiation pattern. If one neglects

band-mixing in quantum wells at zero wavevector, the dipole moments are

shown in fig. 1c. The emission diagram is simple to calculate and is shown

in fig. Id. This description is however somewhat oversimplified as one has

to sum possible transitions over all directions 22, but this summation

yields the results given in the atomic picture of fig. Ic.
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Fig. 1 - Optical selection rules for absorption and lumines-

cence between atomic-like states (Bloch States) of

valence and conductions band.

a Dipole matrix element between an s and a p state.

b Emission diagram of that dipole according to the

correspondance principle.

c Possible dipole moments between conduction and

valence band states ; p+(-) indicate rotating dipole

moments, which emit circularly polarized light ;

7T indicates a linearly polarized dipole. Relative

dipole strengths are indicated.

d Geometry of the dipoles in the quantum well situa-

tion. One can see that heavy-holes only emit TE

polarized light in the x-direction.

In semiconductors, for transitions occuring with non-zero transverse

wavector, the anisotropic heavy-hole to electron matrix element introduces

a gradual change of selection rules with kinetic energy when one sums all

possible transitions for all k-directions23 . One should in principle also

introduce heavy and light-hole band mixing.

At zero order, excitons tend to retain these selection rules as long as

band mixing effects are neglected. This is usually done as the main features

observed in polarized luminescence experiments (see below) reproduce
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qualitatively the expected polarization behaviour.

An important set of selection rules originates in the overlap integral

<XeXh>of equation (6). In the infinite well approximation, xe and Xh are

usually orthogonal, i.e. their integral is zero unless they have equal

quantum numbers, hence the An = o selection rule of Dingle. For finite

quantum wells, the V's are no more exactly orthogonal as the penetration of

the wavefunction in the barrier material depends on the quantum number.

However, the single-particle wavefunctions retain they parity (even or

odd), due to the symetric confinement potential and one therefore only

expects weak An * o transitions with both n's being either even or odd.

When the single particle picture breaks downsuch as at high densities,

other symmetry-breaking transitions can be observed.

III - TECHNIQUES OF OPTICAL SPECTROSCOPY

The main optical techniques are photoluminescence, absorption, excita-

tion spectroscopy, reflectivity and modulation spectroscopy. We compare

below the various qualities of these techniques.

Photoluminescence

This is the most widely used technique 24 due to the ease of its imple-

mentation, but interpretation of results is not straight-forward : lumi-

nescence occurs as the result of the creation of elementary excitations in

the crystal, their thermalization in free and bound states, and their ra-

diative recombination. The observed emission is thus the result of a com-

plex cascade of events and represents a more or less complete ther,.aliza-

tion of excitations into some energy-distributed radiative states. As such

it does not directly label a characteristic energy as was already pointed

out on very fundamental reasons by Hopfield in the case of 3D excitons25 .

The coincidence of absorption and luminescence peaks is not in itself a

proof of the equivalence of the species involved as a state observed in

absorption can well be relaxed before emitting light (in this respect see

the controversy about the question of excitonic luminescence at RT in

QW's 26). Great care must therefore be devoted when one wants to use photo-

luminescence to label energy levels and luminescent species.

Absorption spectra

Absorption spectra directly probe oscillator strengths and DOS. Usually
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(unless the DOS exhibits a divergence), absorption peaks are the signature

of excitonic phenomena in 2 and 3D, as uncorrelated electron-hole absorp-

tion yields a featureless spectrum representing the DOS. The exact linesha-

pe of the exciton absorption peak is not simple to analyze, like in 3D, as

an absorption event requires the transformation of a photon into an exciton

state followed by a scattering into another exciton state not directly

equivalent to the incoming photon state (see the various discussions of

polariton phenomena in 3D16 ,27). In quantum wells, the homogeneous exciton

linewidth is usually masked by the spatially inhomogeneous distribution of

exciton levels due to interface roughness which gives rise to an exciton

absorption lineshape determined by spatial variations of the exciton ener-

gy.

Absorption measurements require either a transparent substrate (case of

In-based infrared materials grown on InP) or the removal of the substrate

(GaAs/GaAlAs case). In this latter case, substrate-free layers often exhi-

bit inhomogeneous strains28 (figure 2).

n- I -hh MULTI-QUANTUM WELLS
GOA$-GOo .Ato 3A%

25 X I8A
ISK

h-LAS-h-LUM

\ EXCITATION SPECTRUM (c)

n=1 e-1h

Z n- 2- hh/I

Z FORBIOOEN

~TRANSMISSION (b)

Z

GOjAl0 o3AS GOoAo13 AS

GOASn,2e G~
n-1 en~le _

0I- nn2 h h

n, n2 th

LUMINESCENCE (0)

1520 t530 1540 1 550 1560 1570

PHOTON ENERGY CW)

Fig. 2 - Luminescence (a), Transmission (b) and PLE spectrum

(c) of 188A GaAs multiquantum wells. Note the strain-

induced shift and broadening of the transmission cur-

ve. The line marked as forbidden was later attributed

by R.C. Miller as due to the le-3hh transition.

(From Weisbuch et al.2).
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Another drawback of absorption experiments is the required number of layers

in order to reach a significant absorption probability : usually, the ab-

sorbed fraction of incident light F 6.10 -3 per layer) is too small to

yield fine structure in the spectra and one has to grow multilayers, with

the difficulty associated with the necessary layer-to-layer reproducibili-

ty.

Excitation spectra

The photoluminescence excitation (PLE) method is based on the variation

of the photoluminescence intensity at a given energy on the exciting light

energy. As mentioned above, the luminescence at a given energy is the re-

sult of the long history of relaxation towards the light emitting state and

some care must be exercised in order to yield significant information.

In an optically thin sample (total thickness<a -l), the luminescence

intensity Ilum can be written

llum =n a (l-R)lin c  (8)

where linc is thp incoming light intensity, R is the reflectivity for the
incoming light, a (l-R)lin c therefore represents the absorbed intensity,

and n is the efficiency of relaxation towards the light-emitting stage. In

3D, a wide variety of PLE spectra has be generated due to the spectral

variation of the various factors in (8). This is particularly true in 3D

I-VI compounds. It was shown in CdTe 29 that various lines displayed diffe-

rent oscillatory PLE spectra due to n variation with LO phonon phenomena

associated with hot electron, hot exciton or resonant Raman effects. In

CdS, the reflectivity factor R could be observed as an inportant feature30 .

In 3D llI-V compounds, the main feature observed was a smooth oscillation
31

due to more or less efficient thermalization of carriers by LO phonons

The striking feature of PLE spectra in III-V quantum-wells is that they

only display features associated with the absorption coefficient, i.e. they

show no variation of n with exciting light energy. As we know that LO pho-

non scattering phenomena are similar to those in 3D, it means that relaxa-

tion toward the emitting state has no competing channel which would usually,

like in 3D, have a different energy dependance on exciting light energy.

This tends to prove that non-radiative channels are relatively unimportant

in quantum wells and that quantum efficiency could reach unity. In II-VI

QWs, LO-phonon oscillations have been observed, however quite small as

269



compared to the 3D case, presumably because of the less important competing

recombination channels.

An important advantage of the PLE technique is its very high sensitivi-

ty : as will be discussed later, QWs have excellent quantum efficiencies.

Therefore, even though only a small fraction of incident light is absorbed

in a single quantum well, the emitted light intensity is readily observa-

ble. This allows to study PLE spectra of single QWs even when excited with

a monochromator-filtered quartz-iodine lamp (lin c ~ lpW/cm
2 ), which is of

paramount importance to perform PLE measurements in those spectral ranges

where no dye laser is available32.

The PLE technique also provides selectivity : the efficiency depends on

the path followed by the crystal excitations from the photocreated state to

the light-emitting state. One can therefore check the identity of that

level knowing the initial state and the possible connections to the various

luminescent channels (see e.g. the 3D uses of this concept 29). Spin-polari-

zation memory experiments also can help to ascertain luminescent levels as

will be discussed below for the assignment of the free exciton luminescence

of QWs.

Photoreflectance experiments

It has been well established in 3D that reflectivity modulation techni-

ques provide a powerful tool to determine energy levels and joint DOS

throughout the Brillouin zone 12 . The strength of the exciton-photon coupl-

ing in QWs and the existence of a small-enough damping of excitons at room

temperature make such experiments very easy in QWs where one can obtain

very large signals, comparable with 3D features, on single QWs.

The normalized reflectivity changes are directly proportional to die-

lectric constant changes :

AR/R =a A E 1 + BA E 2 (9)

where a and B are the Seraphin coefficients. The photoreflectance (PR)

technique is the modulated-reflectivity method which seems to become widely

used due to its simplicity of implementation (no sample preparation, no

electrolyte required etc...) and the apparent universality of the phenome-

non : one measures the changes in the reflectivity spectrum under simulta-

neous modulation of a strong pump beam with energy above the bandgap. By a
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careful comparison of photoreflectance spectra and of the derivatives of

the dielectric function (figure 3) Shanabrook et al. 33 demonstrated that

the photoreflectance signal is due to the modulation of the bandedge energy

by the pump beam. The origin of this modulation might be in the changes in

surface electric field unduced by the pump beam. It is well known that :

(i) Photoexcitation tends to diminish space-charge induced electric fields

as photocarriers are very efficient in photoneutralizing ionized impuri-

ties. (ii) Electric fields can shift energy levels in quantum wells (Stark

effect) without destroying exciton effects (see Chemla's lectures 9).
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Fig. 3 - Experimental 6K GaAs QW PLE (left a) and photore-

flectance (PR) (left b) spectra and comparison with

the derivatives (right) of the real part of the

dielectric function. Coincidence of PLE and PR peaks

establish that PR is due to exiton effects. Comparison

of lineshapes show that I-IH and I-IL peaks are due to

gap energy modulation while the 1-2H forbidden tran-

tion has a mixed character (from Shanabrook et al. 33)

Transient optical measurements

We discussed up to now only the various merits of the optical techni-

ques based on static measurements.As optics now appears more and more as

the premium way to perform ultrafast measurements down to the subpicosecond

regime, it is worthwile emphasizing the transient performance of the

various optical techniques.
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Absorption and reflectivity measurements are instantaneous measure-

ments, in that one probes unrelaxed crystal excitations. The response time

of the physical systems under an external perturbation is just the usual

dielectric response time, usually in the femtosecond range. As a very con-

venient way to excite a crystal is also provided by optical pumping, all

optical excite-and-probe experiments have recently seen a huge develop-

ment : pump-probe absorption experiments yield very precise information on

carrier dynamics, carrier-carrier and carrier-exciton interactions, bandgap

renormalization ... Actually, thanks to the damping of exciton states at

high carrier concentrations, time-delayed absorption spectra yield exciton-

-less absorption features evidencing the 2D-square stepped absorption spec-

tra 34 (figure 4). The very recent development of the electric field genera-

tion method by optical rectification opens the way to transient electrical
35response measurements in the subpicosecond regime . Ultrafast reflectivity

measurements were widely used in 3D studies such as the reflectivity stu-

dies of the a-Si cristallization36 . That case is a good illustration of the

difficulty associated with the analysis of the sometimes ambiguous reflec-

tivity spectra. However, due to sensitivity and speed of response, reflec-

tivity methods should prove very useful in QWs. When lower time resolution

is acceptable, combined electrical excitation (either direct or through

photoconductivw switches) and optical probe can be used.
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Fig. 4 -Pumnp-and-probe transient absorption of a 250A GaAs
MQW sample. Carrier density is 10l cm-2 . One obser-

ves strong bandfilling and reduced absorption at

short times. At longer times and lower bandfilling,

the almost square absorption edge due to the 2D DOS

is observable as excitons are screened. Notice the

shift of n = 3 absorption edge due to bandgap re-

normalization (from Shank et al. 34).
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Fig. 5 - Time-evolution of GaAs 76A MOW exciton luminescence

at 2K (left) and time evolution of the average exci-

tons energy (right). Notice the change in spectral

shape of the exciton band. The measured energy rela-

tion rate is much slower than the calculated homoge-

neous rate, due to the required spatial motion in

the disordered exciton band (from Matsumoto et al. 37)

Transient luminescence spectra are usually not simple to analyse as

the rise and fall-time of a given emission peak depends on the history of

the excitations and on the actual lifetime of the emitting state. The case

of the GaAs/GaAlAs exciton emission is very clear in this respect : due to

the site-to-site migration of excitons, the time evolution of the exciton

band is not homogeneous (figure 5) and the energy relaxation of excitons
37depends in an essential way on the spatial migration . In some cases, one

can analyse luminescence build-up and decay times with simple cascade

models. Exciting at characteristic energies of the physical system, one can

then determine separately the various decay and transfer times (this is the

equivalent of time-resolved PLE spectra). This has been performed by Gobel

et al. 38 on GaAs/GaAlAs QWs and allows to determine capture times, inter-

subband relaxation and exciton lifetime.

IV - ILLUSTRATIVE APPLICATIONS OF OPTICAL TECHNIQUES

The overwhelming property of quantum wells : the very high quantum effi-

ciency

Whereas the bulk of attention has been focussed on the size quantiza-

tion of energy in QWs light emission, the most evident and ubiquitous

effect is the much larger quantum efficiency than in 3D reported in all
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materials systems studied up to now GaAs/GaAlAs, GaInAs/InAlAs,

GaSb/GaAlSb, GaInAs/InP, CdTe/CdMnTe, GaAsSb/GaAlSb, ZnSe/ZnMnSe etc... The

origin of this enhanced radiative efficiency is not quantitatively worked

out and might be the result of one or several of the following effects, on

radiative or non-radiative recombination, depending on the materials sys-

tems and on growth conditions :

- Due to the larger exciton binding energy, correlation effects in light

emission can be stronger (increased e-h overlap) and exist at higher

temperatures.
39

- As evidenced by Petroff et al. interfaces can act as efficient getters

for impurities which would otherwise act as non-radiative centers (figu-

re 6). The smoothing action of interfaces also diminishes structural

defects and therefore non-radiative recombination centers. The improve-

ment in quantum-efficiency of material grown after a superlattice buffer

layer has been widely -eported.

- Dislocations in QWs have been shown to be inactive as non-radiative cen-
40ters, although selective etching reveals that dislocations are present

No complete explanation of this phenomenon has been given which could

either be due to inefficient capture by dislocations in 2D or by dimi-

nished gettering of impurities by dislocations due to the more efficient

gettering by interfaces.

Fig. 6 - Dark-field TEM picture of a substrate - Gak,; Inter-

face. Notice the smoothing action of the MQW.

Scanning cathodoluminescence spectra evidence a lar-

ge density of non-radiative centers in rough areas

(after Petroff et al.
39).
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Inactivity of impurities : as will be discussed below, extrinsic recom-

bination processes involving impurities (electron to neutral acceptor

recombination, bound excitons, etc...) only appear in QWs at significan-

tly higher impurity concentrations than in 3D. This might be due to the

more efficient intrinsic radiative recombination mechanisms or to ineffi-

cient 2D impurity capture mechanism , although this last point has not

been theoretically evaluated.

Free exciton luminescence

In high-purity QW's, the photoluminescence spectra consist in only few

lines, in sharp constrast with bulk material of similar purity28. These

lines were shown in GaAs QWs to be due at low temperature to free exciton

recombination by the following analysis 28 •
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(a) (b)
Fig. 7 - Luminescence, spectrum and circular polarization

spectrum under circularly polarized excitations (a)

and transition probabilities.(b')oj excitation creates

more -1/2 electron spins which recombine with heavy

or light-holes by emitting circularly polarized light

with opposite polarizations. This observation of oppo-

site polarizations on the two peaks in (a) together

with other experiments establish that the luminescen-

ce lines are due to free excitons (after Weisbuch et

al. 28)
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- The quasi-coincidence of the luminescence lines with PLE peaks indicate

that they are due to exciton-related features and not to band-to-band

recombination (figure 3).

- The temperature and exciting light intensity dependance of the high-

energy slope of these lines show that they are due to free-moving parti-

cles with associated kinetic energy.

- Spin memory experiments involving the analysis of the circular polariza-

tion of emitted light under circularly polarized excitation demonstrates

that the two lines in figure7 are due to two-particle excitation (i.e.

free excitons) involving heavy and light holes.

It appears that many of the QW systems should luminesce through free

exciton emission, but this has not be usually proven by the same detailed

analysis as in the low-temperature GaAs/GaAlAs case.

Energy level determinations

The exciton energy level is given by

EX =EG + Ee E h  R (10)X conf +  conf RX O

where Econf and E nf are the confining energies for electrons and holes

and RX is the exciton binding energy. Although the exciton luminescence

energy only gives an approximate value for the exciton energy, it has been

sometimes used to evaluate the various terms in equation (10). More often,

absorption, PLE or PR peaks have been used to measure energy levels in
41QWs . Exciton binding energies have been determined from the distance

between n = 1 and n = 2 absorption peaks 4 1 or from PLE measurements in

magnetic fields 1 . The determination of Ee n + Eh through (10) has been
COn41 conf

widely used to assess bandgap discontinuities ". Although this might appear

as a simple task, it is a rather involved problem due to the number of

fitting parameters which can be used : Q = AEC/AEG, electron and hole

effective masses, RX. Interband energies do not suffice to unambiguously

determine Q, as was shown by Miller et al.4 2 who would fit all GaAs/GaAlAs

QW data with different Q's by adjusting hole masses42 . Forbidden transi-

tions, by allowing an intraband energy to be evaluated, allow a much shar-

per determination of Q42 . The precision of the optical methods is however
43still a matter of controversy

276



Carrier capture in quantum wells

It was argued early that inefficient carrier capture in narrow quantum

wells might be a limiting process in the performance of QW lasers. The

various measurements, either C.W. or transient, show that this is not the

case (figure 8). The capture time is of the order of 0.1 ps, which cannot

influence laser operation. A very simple proof is provided by the usually

small or unobservable C.W. luminescence from barrier materials, which shows

that barrier material states have a very low probability of occupancy and

are depleted by carrier capture into the wells. Theoretical calculations

have predicted smooth oscillations in the efficiency of carrier capture

into wells as a function of well thickness45 . This was explained by the

increased efficiency of LO-phonon assisted capture whenever a quantum well

state reaches the top of the well. However, the only experiment reported so

far evidences a decrease in capture efficiency explained by increased
46

thermal excitation out of the well whenever such a situation develops

# 598
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>- 25 Awell

Z 50A well
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Fig. 8 - Luminescence of a GaInAs/InP sample with single QWs

with indicated thicknesses. Such samples were first

introduced by Frijlink and Maluenda44 and are very

useful to compare QWs grown at once under constant

conditions. One observes here that carrier capture

into wells depends only weakly on well thickness. The

constant measured energy shifts while one observes

spectra at different points on the wafer indicate that

they originate in macroscopic variations of QW alloy

composition, as changes in QW thickness would lead to

unequal shifts (after Razeghi et al. 32).
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Interface disorder

The systematic study of MBE GaAs QWs with varying thicknesses shows

that linewidth increases with decreasing layer thickness 47 . Due to the spa-

tial selectivity of PLE spectra, it is possible to assign in MQW samples

such a linewidth to intrawell thickness fluctuations rather than to layer-

to-layer thickness differences. One certainly expects the local layer

thickness to be defined at most to + a/2 precision, where a is a monolayer.

If the well-defined portions of a layer had a lateral extension large as

compared to the exciton diameter, one would observe discrete exciton ener-

gies along (10), corresponding to the various values of Ee + Eh when

scanning the layer. This has been indeed sometimes observed for continuous-
48

ly grown samples and gives rise to sets of sharp luminescence peaks

Usually, the "isiand" structure of the interface occurs on a scale of the

order of the exciton diameter(- 300A). In that case the energy fluctuation

will depend on the ratio of island to exciton diameter49 . One then observes

a quasi-continuum of exciton levels corresponding to the various islands,

with a linewidth determined by the average energy fluctuation. The fit of

measured values 47 yields a layer fluctuation equal to that predicted from

thickness fluctuations of a single monotonic layer, which evidences that

the island have an extension of - 300A, which is actually confirmed by X-

ray 50 and TEM 5 1 measurements. In MOCVD GaAs samples, one observes narrower
52

spectra, which ever get sharper with increasing deposition temperature

As no discrete line is observed, this is explained by assuming that the

interface island size is significantly smaller than the exciton diameter,

leading to thickness averaging over the exciton wavefinction.

The avaibility of layer growth control provided by RHEED oscillations

in MBE chambers has led to the concept of interface remodelling through

growth interruption at interfaces 53 : this leaves time for atoms to migrate

to energy-favorable nucleation sites on the interfaces. In this manner,

extremely sharp luminescence peaks have been observed, corresponding to
54

atomically-flat island sizes in the micron range . The improvement on

interface quality has been shown to depend strongly on growth condition.

Several authors have stressed that the improvement was greater on the

usually "bad" inverted interface.

The most widely studied cystems besides the GaAs/AlGaAs materials

system have been the GaInAs/InP and GaInAs/InAlAs. In addition to the usual

broadening mechanisms encountered in binary semiconductors, one has in

addition to evaluate the influence of alloy disorder55. This has not
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been completely worked out yet in the bulk Ternary semiconductors, although

the work by Cohen 56 , in particular in the indirect-gap GaAlAs case, has

been quite successful in pointing out some of the aspects of alloy lumi-

nescence. One of the major issues is the amount to which one can consider

an alloy as homogeneously random, whereas there is strong evidence both to

microscopic 57 and macroscopic variations of the alloy composition (figu-

re 8).

Dynamics of excitations

The existence of spatial disorder in QWs makes them very interesting as

a prototype 2D disordered system where the strong exciton-photon coupling

makes optical techniques very sensitive. Very detailed and elegant pionnee-

ring experiments were performed by Hegarty et al. 58 . in order to sort out

the dynamical properties of such a system. We refer the readerto a review

article by Hegarty 58 on the comparison and results of the various techni-

ques (transient gratings, hole-burning measurements, degenerate four-wave

mixing, photon echoes etc...) and only discuss here the most puzzling
59

measurement, the resonant Rayleigh scattering intensity . Shown in figure

9 is the result of such measurements together with the absorption (as

revealed by PLE) and luminescence spectra. In the case of an inhomogeneous

broadening, formula (1) represents the local dielectric constant with

eigenenergy w0 and homogeneous broadeningr h' characteristic of that loca-

tion and energy. The displacement of the Rayleigh scattering curve versus

the DOS as measured by the absorption curve evidences that Fh incrases from

the low energy side of the DOS to the high energy side, showing the exis-

tence of a mobility edge in this 2D disordered system : above that edge,

located in the middle of the exciton DOS, excitons move freely throughout

the layer and are therefore strongly damped Ly various interactions. Below

that edge, excitons are fixed and weakly damped. In terms of scattering

efficiency, if one considers excitons as classical oscillators 16 , the pic-

ture is very simple : above the mobility edge, strong damping leads to

optical-field driven oscillators with a small amplitude, thus to a small

scattered intensity per oscillator. Below the mobility edge, each oscilla-

tor reaches a far greater oscillation amplitude. This explains why the

maximum of scattered light occurs below the mobility edge, even though this

corresponds to a smaller DOS. The luminescence is further displaced towards

low energies as it corresponds to energy-relaxed excitons in the disordered

band. All other transient measurements support the description in terms of

mobility edge, in particular transient grating experiment which directly
58

probe spatial exciton transport
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Fig. 9 - Absorption (full line), luminescence (dashed line)

and intensity of elastically scattered light (Rayleigh

scattering) of a 51A GaAs MQW sample at 5.7K (from

Hegarty et al. 59).

When dealing with atomically flat QWs grown by the interrupted-process,

excitons do not experience inhomogeneity of the layer thickness. In that

case measured linewidths only evidence an homogeneous broadening in degene-

rate four-wave mixing experiments 60 . Luminescence peaks also excactly coin-

cide with excitation spectra peaks.

Impurity-related luminescence

Although pure samples exhibit intrinsic recombination lines, purposely

or inadvertentely doped samples display a variety of impurity related li-

nes61. The situation is complicated by the variation in impurity binding

energy due to the location of the impurity ion relative to the well inter-

face. One of the most striking impurity-related luminescence occurs for

growth-interrupted samples in which a large carbon acceptor concentration

biilds up at the interrupted interfaces. With purposely-doped samples in

which the dopant location was well-defined, it has been possible to map the

impurity energy levels as a function of position in the well61

Modulation-doped samples

The luminescence of modulation-doped sample has only recently received

attention, although they give very useful information on such structu-

res 62 : figure 10 shows the schematics of light recombination in such sam-
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Fig. 10 - Luminescence and PLE spectrum of a 221 iodulatior,

doped GaAs MQW sample at 2K

Left : (a) Schematics of experiment ; (b) Scher;atics

of transitions in E-k space.

Right : Observed spectrum in the z-direction perpen-

dicular to layers (from Pinczuk et al. 62 ).

ples and the recorded spectrum for a sample with two occupied electron

subbands. By analysing the spectrum, Pinczuk et al. 62 deduced the Fermi

energy of the electron gas, the position of the two subbands and the band-

gap renormalization due to the high density of carriers. The peak in the

PLE spectrum shows the existence of excitons at high densities.

Figures 10 a and b explain how one can perform the k-space spectroscopy

of hole levels : as electron states are filled up to the Fermi energy,

recombination intensity probes the occupancy of hole levels and the transi-

tion probability. As holes tend to be rather heavy, one can in first appro-

ximation assume an even distribution of holes in k-space. Intensity changes

are then only due to matrix element and DOS changes. In the geometry of

emission of light propagating in the plane of the layer, the zero-ordr

selection rules shown in figure 1 forbid any TM emission from the heavy

hole band. Any TM emission is therefore due to hole band mixing. By

complete calculation of band mixing and transition probabilities,

Sooryakumar et al. 63 were able to calculate the forbidden luminescence

spectrum. The excellent prediction of the band-mixing changes induced by a

uniaxial pressure definitely proves the accuracy of the calculation(fig.ll).
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fill the conduction band states of a semiconductor laser over kT, or

actually a few kT.
ii) One uses emission in an optical cavity in order to concentrate the

emitted photons in only a few modes trough reflections back and forh
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on the mirrors. As the quantum stimulated emission probability is

proportional to the number of photons per mode, one increases in that

way the efficiency of emitted photons.

iii) A main parameter is the optical confinement factor F which represents

the fraction of the optical wave in the active layer material, i.e.

the efficiency of an emitted photon to interact with another e-fi pair

in order to further induce stimulated emission. This confinement fac-

tor depends on the active layer thickness and on the difference in

index of refraction between the active layer and confining materials.

As indicated in figure 12, the d2 variation of r for simple hetero-

structures (because of diminished overlap of an optical wave which becomes

wider with decreased active layer material) leads to extremely small values

of r in quantum wells, typically 4.10 - for d = lOOA. Using the separate

confinement heterostructure (SCH) scheme, with a fixed cavity to confine

the optical wave separately from the electron wave (quantum well), one

obtains ?-3.10 -2 in a 1OOA GaAs/GaAJAs QW.

The medium gain gth at threshold is obtained by stating that the opti-

cal wave intensity after a roundtrip in the cavity must stay equal, under

the opposite actions of losses and gain. This is conveniently written as

10 R2e2 (Fgth - a)L = 10 (11

where R is the facet reflectivity, F gth represents the model gain per unit

length of the optical wave, a sums all the various loss mechanisms such as

free carrier absorption, light scattering by waveguide imperfections,

barrier material absorption... and L is the laser length. Equation (11) can

be rewritten in the form :

rgth = a + I/L Log I/R (12)

In GaAs/GaAlAs lasers, the first term is usually 10 cm- I and the second

40 cm- I for a 300 p long laser and uncoated facet reflectivity of 0.3.

The threshold current is known once the gain versus injected current is

determined. This can be readily done by using the carrier density as an

input parameter. One can both calculate for that density the maximum gain

and the required injection current fro-m the known radiative and non-radia-

tive recombination channels. As mentioned above, gain occurs only once a

significant inversion has been achieved.
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Fig. 12 - Comparison of confinement factors and density-of-

states (DOS) in DH and QW structures. Left : Sche-

matics of conduction band extrema and corresponding

optical wave for a double-heterostructure (DH) (top),

single quantum well (SQW) (riddle) and Separate Con-

finement Heterostructure (SCH)(botto7b.Note the width

of the optical wave in the SQW as confining waguide is

too thin, whereas in the SCH case the optical waveform

is independant of the quantum well thickness as it is

confined by the intermediate composition layer.

Right : Schematics of the DOS (dashed curves) and occu-

pied states (cross-hatched) for DH (top) and SQW

(bottomn Note the change of horizontal scale, due to the

numerous allowed kz states in the DH.

Single quantum well operation

There are two main effects in opposite directions which occur when

comparing QW and DH lasers :

i) The DOS to be inverted decreases as one has only one or a few per-

pendicular-momentum quantum values (as many as populated states) vs a

few tens in a typical 1500 A thick DH laser (figure 12).

(ii) The confinement factor is decreased (typical DH value of 0.4).
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Fig. 13 - Various quFitUum well laser structure schematically

depicted by their conduction band edge space varia-

tion (left-side of each figure) and their 2D density-

of-states (DOS) (right side).

a) Single Quantum Well. Each quantized well state

introduces a 2D DOS equal to m*/qf.2 , while the

onset of 3D states at the top of the well intro-

duces a much larger DOS.

b) Multiple Quantum Well (MQI) : Each quantized

state introduces a 2D DOS equal to N nl*/f 2, N

being the number of wells.

c) Graded-Index Separate Confinement Heterostruc-

ture GRIN-SCH laser. Note the ladder of quantum

states in the graded region.

d) Separate-Confinement Heterostructure (SCH) la-

ser : The intermediate-composition layers in-

troduce a large DOS, not as far apart from the

ground state as in the DH, SQIJ or MQW cases:

As discussed above, the single QW DH structure leads to F- 4.10 - 3, an

unacceptable value and one has to resort to the various structures shown on
64figure 13 . Focussing on the single QW structures 13c and 13d, one can

show that the decrease in confinement factor almost exactly cancels the

decrease in quantun states to be inverted at threshold.

The good operation of single QW lasers therefore relies on somie milno

subtle effects
65
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Fig. 14 - Schematics of the required carrier population to

achieve a given gain in 2D and 3D systems.

a) DOS in 2D and 3D systems with equal thicknesses

b) Required numbers of electrons and populated

states in order to achieve equal maximum gains

in the gain curves shown in (c) (from Tsang 64).

(i) The square DOS is of course advantageous to build a rore significant

gain for a given injection, the maximum gain will be obtained at the

botton of the band and not like in 3D at the maximum of the product of

the 3D DOS times the Fermi-Dirac occupancy factor (figure 14). This

makes QW lasers extremely efficient at low temperatures where one

retains finite gain even at vanishingly small injection current. There

is however a price to pay for this high injection efficiency : the

gain saturates once complete band filling is achieved. The only way to

recover more gain and eventually reach threshold is either to reach

and populate another confined level or to use multiple quantum wells :

one multiplies the saturated value of the single QW laser gain by the

number of states which can be populated. However one has first to

invert the new states at the bottom of the bands (figure 15).

(ii) As mentionned above, allowed transitions occur for a selection over

k-states which forbid TM emission for heavy-holes. It also leads to a

matrix element which is 50% larger than the k-space averaged 3D matrix
element23 ,66-68

(iii)Some electron-hole interaction which could enhance the radiative

recombination probability might be present at the carrier densities

observed in QW lasers.

(iv) The high radiative efficiency usually observed means that a lower
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Fig. 15 - The modal gain (rg) variation as a function of

injected current density for various numbers of

quantum wells. Note the saturation of the n =

quantum state for the single QW laser above

- 100 A/cm2 and the onset of n = 2 quantum stat-

transitions, leading to higher gain at 300 A/cm.

Net gain starts at higher currents for increa ing

number of wells because of the increasing numtr
0

of states to be inverted. Well thic:kness is 100 A

(from Arakawa and Yariv 73).

injection current will be required to achieve the carrier density at

threshold.

Through detailed calculations all the observed features of QW lasers

have been explained6 5'69. In particular the advantage of the GRIN-SCH

(figure 13c) over the SCH (figure 13d) is well-explained by the important

population of the confining layer quantum states under normal QW laser

operation. Also, the difference in temperature dependances of the threshold

current, described by an exponential variation with a characteristic factor

To has been justified : The T0 decreases in GaAs/GaAlAs lasers from

excellent values for HIQ11 lasers (figure 13b) to poor values in SCH lasers,

with GRIN-SCH lasers having intermediate values. This is mainly due to

increased carrier leakage out of the "useful" QW states into confining

layer states.
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One of the puzzling results has been the very poor operation of

GaInAsP-based single QW lasers in the 1.3 and 1.5m ranges. Experiments

showed that SCH single QW laser could not lase on a quantum well

transition. What happens is that carrier temperature increases so rapidly

with injection that the maximum gain actually decreases with increased

carrier density and a large cavity population builds up, until laser

emission occurs for the cavity material65 '70 This can be readily

understood by detailed calculation as QW lasers operate with poor F's,

they require a high volume gain gth This requires a higher carrier density

in QUs than in DHs, which leads to higher Auger recombination65 '71 , even

though the Auger coefficient has been measured to be the same in 2 and

3D72 . This high-density operation of QW lasers puts severe conditions on

the optimization of laser operation whenever a detrimental non-linear

effect is present. One must therefore examine in details the pros and cons

of 2D operation for each materials system. Multiple QWs lead to lower

densities, but at the same time lead to some loss of the 2D advantage as

more and more states have to be inverted before obtaining any gain

(figure 15).

Additional properties of quantum well lasers

Besides their good current threshold and T0 , QW lasers possess a number

of additional important features which make them highly useful. As can be

seen in figure 14, at low injection, gain increases faster with carrier

density in 2D QWs than in DHs. Therefore, QW lasers have a high-

differential gain dg/dI where I is the injected current. Due to it, Arakawa

et al.73 have shown that an increase in speed response of a factor z 2

could be expected from QW lasers over DH lasers. This was confirmed by Uomi

et al. 74 . From the same high-d-fferential gain in QW lasers, Arakawa et

al. 73 and Burt 75 have predicted narrower linewidths than in 3D DH lasers.

This improvement has been directly measured by Noda et al. 76 in DFB lasers.

The QW metallurgy also allows new manufacturing techniques. Irwipurity-

induced interdiffusion of quantum wells has been evidenced in many
77materials systems with various n and p-type implanted species . It allows

to transform an implanted region with thin wells and barriers into an alloy

with the average composition. Such an alloy has the usual properties of

light and carrier confinement. Therefore, one can use such an effect to

construct a variety of stripe-geometry lasers, window lasers (i.e. lasers

where the active regions does not extend to the external facets) etc...

Excellent results have been obtained by such techniques which permit to make
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complex devices with simple planar-type operations while one would
78

otherwise require multiple-step etch and deposition proccesses In

particular, a three-fold increase in catastrophic-damage threshold was

demonstrated in window lasers 79 . The spatial precision of the inter-

diffusion process is in a spectacular way attested by the recent

fabrication of 1D quantum wires and OD quantum boxes 80 with lateral

definition below 1000 X.

Although relatively few degradation studies have been reported on Q11
64

lasers, they all point to very good perfonnances . This might be due to

several factors, including inactivity of dislocations, stabilization of

defects by interfaces, smallness of the carrier-induced facet degradation

as the active layer is much thinner than the optical cavity. The catastro-

phic failure due to crater formation at the cleaved facet at high powers

does not then lead to the deterioration of the quality factor of the opti-

cal cavity.

Applications of QWs to integrated optics systems with high performance

is also very promising8 1  As was described in details by Okar. oto et al. 8 1

optical absorption of passive MQW waveguides is very low at the laser wave-

length of the same MQW structure due to the low 2D absorption tail at the

energy-shifted laser emission. QWs also lend themselves easily to wave-

length modifications through thermal or impurity-induced interdiffu-

sion 77'78'8 1. The recent demonstration69'82 of the shift from n=l to n=2 QW

laser emission when changing cavity losses should open the way to

wavelength-agile lasers once active modulation of cavity losses are

achieved such as in a C3 laser.

VI - EVOLUTION TOWARDS I and OD

Several papers have theoretically shown that 1 and OD physical systems

should in principle have even better performance than the 2D QW laser

system thanks to their advantageous DOS 83'84 . Although this is in principle

true, we would like to emphasize two important difficulties associated with

low-dimensional systems.

The importance of fluctuations

Interface disorder is limiting recombination line sharpness in quantum

wells, although some recent interrupted-growth experiments evidence

excellent improvement (however at the expense of high-impurity incor-
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poration). In a series of very demonstrating experiments, Okamoto and his

group8 1 have shown that in order to reach short wavelengths with quantum

wells, the use of ultra-narrow quantum wells led to unacceptable linewidth

increase, leading in turn to inhomogeneously-broadened gain curves. It is

only by an optimization of quantum well thickness and alloying that a short

red wavelength was obtained with a reasonable threshold. From this example,

one sees the importance of size fluctuations in 2D. It is at the moment

difficult to imagine 1 and OD systems which would not exhibit significantly

broadened homogeneous and inhomogeneous linewidths, as a large number of 1

and OD systems have to be operated together.

The required high density of states, i.e. high number of 1 and OD systems

As is evident from the above discussion of the 2D QW laser, one cannot

diminish too much the active material volume for two reasons :

(i) To achieve significant gain, required carrier densities per 1 or OD

well would be so high that total band filling would occur before enough

gain would be obtained.

(ii)The confinement factor would be vanishingly small.

Therefore, one definitely needs constant confinement factor and

constant total number of states when going from 3 to 2 to 1 to OD, in order

to obtain the advantages predicted theoretically (figure 16). One has

however to remember that this then represents millions of OD quantum boxes

to be fabricated for each laser and with little or no size fluctuation

The systems which have been fabricated so far are those of Petroff et

al. 80 , Reed et al. 85 , Kash et al. 86 which were studied by photo-or

electro-luminescence. Those of Miyamoto et al. 87 were current injected. All

those systems were fabricated by lithographic techniques and one might

wonder wether this could ever lead to an industrial fabrication method.

Another way to obtain OD systems is to fabricate them into spheres by

condensation. This method recently reviewed by Brus88 could be more

manageable.

The full OD quantization occuring for 2D systems when placed in a

strong, perpendicular, magnetic field is unique 89 ; The magnetic field

creates at once millions of quantum boxes with sizes equal to the cyclotron

orbit radius : one retains all the 2D quantum states, as it is well-known

that the degeneracy of a Landau level is exactly equal to the nuiber of

states which were previously situated in the energy range between two
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Fig. 16 - Scheriatics of 3D, 2D, 1D, OD quantum systems and

corresponding DOS's (left) and gain curves (right).

The sare number of carriers is injected in the

systems and an inelastic broadening tirme of 10-13s is

assumed in all four cases. One should bear in rm.ind

that the raodal gain entering eq.(12) is the product

of the gain shown here timies the confinement factor,

and that lower D systems are better only insofar

they retain a sufficiently high confinement factor

(from Asada et al. 84 ).

adjacent Landau lvels. Therefore, tha nur er of states and the confine-ment

factor are the sa..e in the OD systep; created in a strong :,agnetic field as

in the originl 2D system. The experi:ents peiforxed up to now have however

never evidenced huge effects, just an anisotropy of the spontaneous

emission spectrum, which shows the creation of OD quantum states 8 . The

quantum-wire system obtained when placing a 3D DH laser in a strong

magnetic field has shown the expected enhanced bandwidth90.
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INTRODUCTION

Inelastic light scattering has been used widely to in-

vestigate numerous properties of bulk semiconductors, thin

films, surfaces, interfaces, and superlattices. There exist

many excellent review articles in the literature. The

interested reader can find most of the recent developments in

this field in special volumes on "Light scattering in solids"

of the series "Topics in applied physics".' The present

article can only scratch the surface of various applications

of Raman spectroscopy for the investigation of semiconductor

structures. It is neither intended to discuss all details nor

to cover all interesting recent publications. We concentrate

on GaAs and Si/Ge related structures. The paper is organized

in the following way: Special aspects of allowed phonon

scattering which give information on composition and strain

of thin semiconducting films are discussed first. It is

followed by a short overview of phonon properties of

superlattices. The information of heterostructures as studied

by forbidden LO-phonon scattering is described next. We close

with a discussion of inelastic light scattering by free

carriers, with special emphasis put on two-dimensional

carrier systems.
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ALLOWED PHONON SCATTERING

In first order Raman scattering only optical phonons

close to the Brillouin zone center are observed. Pure,

elementary semiconductors, like Si or Ge, which have diamond

structure, exhibit only one sharp optical phonon mode at the

energy of the triply degenerate zone center phonon. In polar,

zincblende type semiconductors like GaAs the optical phonons

are split into the doubly degenerate transverse (TO) mode and

the longitudinal (LO) mode which appears at slightly higher

spectrometer, detector

I \inelastic scattered
photons (w = w , -/ \

collecting
ltense

incident relecton (
photons

(wi)

somple

transmission (w,)

Fig.l: Raman back-scattering geometry (schematically)

energies. First order selection rules depend on scattering

configuration. In back-scattering geometry from (100)

surfaces, scattering by LO-phonons is allowed; TO phonons are

forbidden. This is opposite in back-scattering from (110)

surfaces. For laser lines in the visible, back-scattering is

used, because most of the semiconductors are opaque for these

energies. The geometry is shown schematically in Fig.l. The

symmetry properties of phonon Raman scattering can be used to

obtain information on the orientation of thin epitaxial

films.
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In mixed crystals like AlxGat-xAs or SixGei-x the pho-
non spectra abserved in Raman spectroscopy are more compli-
cated. The mixed III-V compound semiconductors can show a so-
called one-mode or a two-mode behaviour. AlzGat- 2 As exhibits

both GaAs and AlAs like optical phonons. Their positions

depend on x and have been used to determine the composition
of thin films of alloys. 2 SixGei-x has three characteristic
modes, related to the Si-Si, Si-Ge and Ge-Ge vibrations.
Examples for different compositions are shown in Fig.2. The

positions of the Si-Si and Ge-Ge like modes as well as their
intensity ratio depend critically on x. This can be used

directly to determine the Si and Ge content.

S65Geo / GaAs (110)
T,. 720-.
T., -OWK

wonm A

I I I I -

Si, Ge- o

.6

a03

SI -0io t2M M M W 200 40

Energy Shift (cm-1) Energy Shift (cm-1)
Fig.2: Raman spectra of Fig.3: Raman spectra of

bulk SizGei-x SixGet-z on GaAs

In ultrathin f ilms, the exact position of the three

modes may be shifted due to builtin strain. This is shown in

Fig.3 for Sio,sCeo.5 layers grown on (110) GaAs substrates.
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The measurements have been performed "in situ" by inter-

rupting the growth in a specially designed Si/Ge MBE machine.

The pure GaAs (110) surface exhibits only the TO phonon mode,

as expected from first order selection rules. At overlayer

thicknesses of only a few A, the characteristic Sio.aGeo,u

modes appear already in the spectrum. They grow in intensity

with increasing thickness, concomitant with a decreasing

intensity of the GaAs TO-mode due to absorption of the light

in the overlayer. For thin films, however, the position of

the Sio,sGeo,s phonons are shifted downwards compared with

their expected energy. With growing thickness the peaks move

to higher energies, approaching the values observed for bulk

Sio,Geo, 5 random alloys. The downward shift has been

explained by the built-in strain which exists in thin layers

grown epitaxially on substates with different lattice

constants.3 ,4  Sio.,Geo.5 has an average lattice parameter

which is about 2% smaller than that of GaAs. Up to a critical

thickness, the overlayer grows lattice matched to the

substrate, which leads to a large biaxial tension in the

Sio.sGeo,5 layer. This commensurate growth causes the

downward shift of the Raman peaks. The magnitude is

determined quantitatively by the strain or the corresponding

lattice distortion. After a critical thickness, the strain

relaxes slowly, which leads to an upward shift of the

phonons. Finally they approach the unstrained situation. For

compressive strain, the shift is opposite. The phonon

energies have been used to investigate the strain

distribution in symmetrically and asymmetrically strained

Si/SiGe superlattices and multilayer structures. 3-5

The few selected examples demonstrate the usefulness of

phonon Raman spectroscopy as a microscopic probe of various

properties of semiconductor films and superlattices. It is

sensitive to layer thicknesses of only a few monolayers. Many

more examples can be found in the literature which include

properties of various compound semiconductors, amorphous and

micro-crystalline semiconductors, metal layers including

silicides, and even thin insulating films. It goes beyond the

scope of this article to cover all the exciting recent

developments.
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SUPERLATTICE PHONONS

Characteristic features of periodic multilayer

structures are related to Brillouin-zone folding effects due

to the new periodicity in superlattice direction. It affects

both the electronic band structure and the lattice dynamics.

The Brillouin-zone folding causes new gaps in the phonon

spectrum which can be easily detected in the Raman spectra.

Folded acoustic modes appear in the low energy region

basically as doublets. Their dispersion is shown sche-

matically in Fig.4. Up to a certain energy, the acoustic

modes of different semiconductors overlap. This leads to

propagating waves with an average sound velocity and energy

gaps at the new Brillouin-zone boundary and at the zone

center. Both the dispersion and the energy gaps can be well

explained in the approximation of elastic continuum theory.6

The most widely studied system up to now is GaAs/AlxGai-xAs.

7-2 However, results on various other semiconductors have

been studied recently.10 -'2 An example for a large period

Si/SixGel-x strained layer superlattice is shown in Fig.5. In

back- scattering geometry, the scattering wave vector q.

involved in the process can be of the order of the new

Brillouin-zone boundary. It is possible to tune q&

experimentally from about 0,7 x 106 cm- to 1,5 x 106 cm-1 by

use of different laser lines in the whole visible spectral

range. The spectra shown in Fig.5 are the first example where

qs could be tuned even through the new Brillouin-zone

boundary. A finite splitting of about 1 cm- has been

extracted from these data.1 2 It is in excellent agreement

with predictions of the elastic continuum model. The

frequencies of the folded acoustic phonons vary sensitively

with the period length. This has been used for an accurate

determination of layer thicknesses in different super-

lattices.' The scattering wave vector qa has to be fixed in

those experiments. Additional information can be extracted

from the intensity ratios of various doublets which are given

by the photoelastic coefficients. The intensity fall-off of

the higher order folded modes is sensitive to the interface

sharpness. Such measurements can be used to study

quantitatively interdiffusion at elevated temperatures.
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Raman spectra of ultrashort period Si/Ge strained layer

superlattices are shown in Fig.6. The samples exhibit

different period length d=dsi +d e . They are grown on (110)

oriented Ge or Sio,2aGeo,7a buffer layers. Only one strong

doublet is observed below 100 cm-1 which corresponds to

folded LA modes. Additional weak structure appears at lower

energies which is believed to be due to disorder activated

scattering by LA modes. It corresponds to the density of

states of the LA superlatttice phonon branch with a gap at

the new zone boundary. It is observed most pronounced in the

middle spectrum (dip marked by an arrow). The peaks at higher

energies correspond to optical phonons. The dispersion curves

of Si and Ge do not overlapp as shown schematically in Fig.4.

Therefore confined modes in each layer are expected. They

appear as sholders in the optical phonon peaks. In addition

an interface mode shows up in between the Si and Ge confined

modes.

Superlattice effects on optical phonons have been stu-

died extensively in short period GaAs/AlAs structures.'3- 16

Confined and dispersive modes have been observed. A finite

dispersion is obtained in the energy region where the optical

branches of the two materials overlapp in energy. Modes

propagating along the layers are either interface modes or

slab modes.17,1 Confined modes can also exist in the high

energy part of the acoustic branches where no overlapp exists

anymore.

FORBIDDEN LO-PHONONS

It has been shown that under resonance condition the

Raman selection rules can be violated due to higher order

effects. As mentioned already, LO-phonon scattering is

forbidden in backscattering geometry from (110) surfaces in

polar III-V semiconductors. For laser energies close to

resonance, however, forbidden, electric-field-induced LO-

phonon Raman scattering (EFIRS) can be quite strong. The LO-

phonon intensity was found to be proportional to the square

of the macroscopic electric field. This method has been used

to study the formation of Schottky barriers's and semi-

conductor heterostructures on GaAs (110).20.21 Possibilities
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and limitations of the technique are discussed in Ref.22. The

interface formation can be studied from the clean surface to

overlayers of more than 200 A thickness. Forbidden LO-phonon

scattering is shown in Fig.7 for Ge and SiO,sGeo,5 overlayers

on (110) GaAs surfaces which are prepared by cleaving a pre-

oriented single crystal under ultra-high-vacuum conditions.

Ge is well lattice matched to GaAs. High quality epi-

taxial growth is achieved at stubstrate temperatures between

600 K and 700 K. Raman measurements in the frequency range of

the TO and LO phonon modes have been performed "in situ" at

room temperature. The wavelength of the selected laser line

(AL = 413,1 mm) is close to the E, energy gap of GaAs. This

leads to forbidden LO-phonon Raman scattering. The LO

intensity is strongly increasing already at submonolayers

coverages. A maximum is reached at a few monolayers which is

followed by a drastic drop with increasing overlayer

thickness. This behaviour has been explained by a model which

takes Fermi level pinning at chemisorption induced surface

states into account.2' It leads to an increasing surface

barrier height already at submonolayer coverages. The surface

electric field is responsable for the strong enhancement of

forbidden LO-phonon scattering. After perfect monolayer

XL=411nm z(x/x)2 T=300K

GeIGoAs

0 12 25 250A

SPOGM/GaAs

0 12 25 2504

Fig.7: Forbidden LO and TO phonon Raman spectra of GaAs with

different Ge and Sio.sGeo.s overlayers.
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coverage no interface states are present anymore. The barrier

height is then governed by Fermi level pinning at the surface

of the overlayer and the conduction or valence band offset at

the interface. A careful analysis of such EFIRS experiments

on n- and p-type GaAs surfaces can be used to determine

quantitatively barrier heights and band alignments. 2 3

For strained overlayers the behaviour is very similar

in the region of low coverage. Above the critical thickness,

however, misfit dislocations are created at the interface,

which cause a Fermi level pinning and consequently a

different barrier height. This is directly reflected in a

change of the forbidden LO-phonon intensity. An example is

shown for Sio.sGeo.5 on GaAs in Fig.7. EFIRS has been used to

determine critical layer thicknesses for various SixGe,-,

overlayers with different lattice mismatch.23 ,2 4

The examples discussed show that forbidden resonant

Raman scattering can be used successfully to investigate

interface barrier heights, bandoffsets, and critical thick-

nesses with high spatial resolution from lowest coverages up

to overlayers of more than 200 A thickness.

ELECTRONIC LIGHT SCATTERING

In recent years, it has been shown that inelastic light

scattering is a powerful experimental tool to study, besides

phonons, also electronic excitations in semiconductors.
25- 2 7 ,

The application to two-dimensional systems was realized after

detailed studies of the resonance behaviour of free carrier

excitations in bulk GaAs26 , where it was demonstrated that

scattering intensities are strong enough to allow the study

of carrier densities of only a few times 101 1cm- 2 . Scattering

mechanisms and selection rules were first discussed by

Burstein et al. 2 9 .3 0 Resonant light scattering experiments in

two-dimensional electron systems in selectively doped

GaAs/AlxGai-xAs heterostructures were reported shortly

afterwards.3 1 ,3 2 The developments in this field have been

reviewed in several publications.2 7 '3 3-3 5 For details the

reader is referred to these reviews which also contain all

the original references. Inelastic light scattering in two
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Fig.lO: Raman spectra of intrasubband excitations in GaAs

quantum wells (from Ref. 36 and 37)

dimensional systems differs from the three dimensional

situation by the separation of motion perpendicular and

parallel to the interface or quantizing layer. In the

parallel direction a two-dimensional dispersion of the bands

is maintained. Normal to the interface the carriers are

quantized in elctric subbands. Possible elementary carrier

excitations split into inter- and intra-subband excitations.

This is shown schematically in Pig.8.

In back scattering perpendicular to interfaces or

multilayers only excitations between subbands are observable.

Intra-subband excitations require a finite scattering wave

vector in parallel direction (q,). This can be achieved by

special scattering geometries. In addition resonant light

scattering allows the separation of single particle and

collective excitations by analyzing the polarisation of the

scattered light. The appeal of electronic light scattering

goes far beyond its power as a spectroscopic tool that yields

just energies of the electronic excitations. Collective

excitations couple to LO-phonons due their macroscopic

electric field. Electronic light scattering has been used to

investigate energy levels and Coulomb interactions in various

GaAs quantum well structures and superlattices. Examples for

311



single particle and collective intersubband excitations in

different potential wells for electrons are shown in Fig.9.

The various wells are achieved by the combination of

heteroepitaxy and doping. Such experiments have been extended

to other systems including holes in GaAs and Si, as well as

shallow impurity levels in quantum wells.
2 7 ,3 3

Recently also intra-subband excitations have been

studied by different groups. 36-3 8 Both single particle and

quasi-two-dimensional plasmons have been observed. Examples

are shown in Fig.10. The dispersion of layered plasmons can

be analyzed by special scattering geometries.

CONCLUDING REMARKS

Various aspects of Raman spectroscopy relevant for the

investigation of layered semiconductor structures have been

sketched briefly. The versatility of light scattering is

evident from the many different examples. Recent developments

of Raman equipment with multichannel detection and microscope

will further increase the wide applicability of this method

in semiconductor physics. It will include time resolved

spectroscopy of both phonon and electronic excitations, "in

situ" studies during processing and the investigation of

various aspects of microstructured devices like hot electron

and hot phonon effects. Raman spectroscopy has become an

important analytical tool. It certainly will develop further

in this direction.
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FAR-INFRARED SPECTROSCOPY IN TWO-DIMENSIONAL ELECTRONIC SYSTEMS

Detlef Heitmann

Max-Planck-Institut fUr Festk6rperforschung,

Heisenbergstr. 1, D-7000 Stuttgart 80, West-Germany

ABSTRACT

These lecture notes include an introduction into far-infrared spec-

troscopic techniques, a treatment of the dielectric response of a two-

dimensional electronic system in layered structures and experimental

results on characteristic excitations, e.g., 2D plasmons, intersubband

resonances, cyclotron resonances and combined interactions.

INTRODUCTION

Two-dimensional electronic systems (2DES), which can be realized in

semiconductor heterostructures or in metal-insulator-semiconductor (MOS)

systems have attracted great interest in the last decade . The interest

comes from many proposed and realized technical applications and - in an

interacting way - also from fundamental physical investigations. In these

systems many of the interesting physical properties can be varied over

wide regimes during the fabrication process or directly for a given sample

via electric or magnetic fields, stress, temperature etc. This allows very

detailed studies of fundamental physical properties and of interactions

that are unique for the 2D system. A great number of investigations have

been performed with spectroscopic methods. Since typical energies in the
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2DES, e.g., subband spacing, 2D-plasmon and cyclotron resonance energies,

are in the regime 1-100 meV, far-infrared (FIR) transmission spectroscopy
2-5 is widely used to study the 2DES. Similar information can also be

extracted from emission spectroscopy (e.g.,Ref. 6) and from Raman spectro-
7

scopy , but all methods have their specific advantages and drawbacks.

In this lecture I will first give a short introduction into the ex-

perimental techniques. Then I would like to take the opportunity to give a

more detailed introduction into an electrodynamic treatment of the dielec-

tric response of 2DESs in layered structures. This is important to extract

the microscopic physical properties from the experimental spectra. I will

then give an overview of characteristic dynamic excitations in 2DESs,

e.g., 2D plasmons, intersubband resonances (ISR), cyclotron resonances

(CR) and combined resonances. It is not so much the goal of my lecture and

these notes to give a complete survey, but rather an attempt to give a

general understanding by the description of some selected examples. Most

of the examples will be devoted to AlGaAs-GaAs heterostructures. I will,

however, also report on experiments on the Si-MOS system. Due to the spe-

cial surface bandstructure of Si, which arises from the indirect gap,

unique excitations can be observed in Si, which are not directly observ-

able for the GaAs system, but which are important for a fundamental under-

standing of spectroscopy in 2DESs.

EXPERIMENTAL TECHNIQUES

Vg gate

x ~jAA~aAsx L|Si02
z 20ES

~{C/A GaAstt f ISi

AT/ -a

Fig. Schematics for the transmission of FIR radiation through MOS- or

heterostructure samples
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The most common arrangement for FIR spectroscopy is shown schemati-

cally in Fig.1 where FIR radiation is incident normally onto the sample

and the transmitted light is detected. The samples are usually wedged

(20-30) to avoid interference effects which would arise from multi-reflec-

tions in plane parallel samples. If the signal is large enough, e.g.,

cyclotron resonance in high mobility GaAs samples, the transmission can be

recorded directly and the resonance position and linewidth can be ana-

lyzed. In many cases, however, differential techniques are necessary to

resolve also very weak responses witb a sufficient signal-to-noise ratio.

Here it is most convenient if one can switch the 2D charge density ,Ns,

via a gate voltage which is applied to a semitransparent gate. Then the

differential transmission AT/T=(T(Ns)-T(Ns=O))/T(Ns=O) can be evaluated.

This is possible for Si-MOS structures where the gate voltage can be

switched between a certain value and the threshold voltage Vt with

Ns(Vt)=O. For GaAs-heterostructures, where NS is determined essentially by

the doping of the AlGaAs layer, this is not easily possible. Thus so far,

for most of the FIR spectroscopic investigations in this system, magnetic

fields have been applied to study excitations. These experiments are

described elsewhere in this volume 9 . Only very few experiments have been

reported on GaAs samples with front gates (e.g. Ref. 10). I will describe

here some results on the cyclotron resonance in GaAs heterostructures

where the charge density could be varied over a wide density regime via

front gates.

Many spectroscopic investigations are performed with FIR lasers. H 20-

and HCN-lasers have characteristic strong lines at 118p, 78V and 337p.

C02-laser pumped molecular gas lasers can be used with different active

gases to cover a wide range of spectral lines from 1600U to 28p. In a

laser experiment the magnetic field or, if possible, NS is varied. Often

modulation techniques are used to improve the signal to noise ratio. One

drawback of laser experiment is that, in sweeping NS or B, the properties

of the 2DES are changed, e.g. the subband spacing, the filling factor or

others. Thus it is highly desirable to investigate the sample at fixed NS

and B in the frequency domain. Since broadband light sources (Hg-lamps,

Globar-lamps) have a weak spectral emission in the FIR, the technique of

Fourier transform spectroscopy is applied, where all spectral information

is measurqd simultaneously. The principle of the operation is that one

mirror of a Michelson type interferometer is moved with a constant velo-

city. Thus each spectral component S of wavenumber v is modulated with

cos v-x, where x is the optical pathlength of the mirror. At the output of
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the interferometer the signal I(x)alS .cosv-x is measured. Ifx), the so-

called interferogram, is digitized and the spectral components S are

computed from a numerical Fourier transform S =FT{I(x)). In a rapid scan

Fourier spectrometer a large number of interferograms, measured in differ-

ent succeeding scans of the interferometer, are collected ('co-added') to

improve the signal to noise ratio. In samples, where one can switch the

gate voltage, one can apply the following differential technique. Alter-

natingly a small number of interferograms are taken at a gate voltage Vg

and at threshold voltage, Vt. The interferograms are co-added in different

files and are Fourier transformed separately at the end of the experi-

ments. In this way, the effective delay between measuring the sample spec-

trum I(V ) and the reference spectrum I(Vt ) is small (Is to los) and very

weak excitations (as low as 0.01% change in relative transmission) can be

resolved without problems from long time drifts. These techniques are de-

scribed in more details in Ref. 11. The typical spectral range of commer-

cial FT-spectrometers is 10cm -I to 4000cm-1 . The highest spectral resolu-

tion, which depends on the inverse optical pathlength of the moving mir-

ror, is typically 0.03 cm-1 . Normally all experiments are performed at low

temperatures T < 10 K.

2

-TW-  n-Si (111) 5 1 Ex

T q =1.28xlo cm" V(014 q I11110] O- IM

1.5o NS57'12 -

00

50 100 150 200 ?50 300 350

wave numbers (cm-')

Fig. 2: Relative change of transmission -AT/T vs wavenumber in 2D elec-

tron accumulation layers of n-Si(111) at different charge densities N$.

Full and open arrows indicate, respectively, 2D plasmon- and intersubband

resonance excitations (from Ref. 11)
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As an example of differential spectroscopy on 2D systems I show in

Fig. 2 spectra measured on electron-accumulation layers in a n-type

Si-(111)-MOS system. The carrier density NS has been varied via the gate

voltage. The background of the spectra, which decreases with frequency, is

caused by the non-resonant intraband absorption (=Drude absorption) of the

2DES. The resonances in the frequency regime 30-150cm- I are 2D plasmon

resonances which shift with increasing NS to higher frequencies. The exci-

tation of these resonances is possible due to the grating coupler effect

of the gate which consists of periodic stripes of high and low conducti-

vity materials. At high frequencies intersubband resonances are observed,

resonant transitions from the lowest subband E0 to the first excited sub-

band El, which shift with increasing surface electric field and corres-

ponding NS to higher frequencies. These ISR can be excited with normally

incident radiation due to the special subband structure of Si(111). The

latter arises from the projection of volume energy ellipsoids which are

tilted with respect to the (111) surface.2' 2D plasmon resonances,

intersubband resonances and various other kinds of excitations will be the

topic of this paper.

THE DIELECTRIC RESPONSE OF A 2DES

In the following x and y denote the plane of the 2DES, z is perpendi-

cular to this plane. The simplest model for the response of electrons to

electromagnetic fields is the Drude model.

m* + m*/r = e.E (1)

The electrons are accelerated by the electric field E in x-direction. The

damping of the motion is characterized by a scattering time T. If we as-

sume a periodic time dependence for E(t)a exp(-iwt) (and thus, in the

steady case, for x(t)a exp(-iwt)) we find for the 20 current density

= Nse.x = O(W)4 (2)

with

o = a (1-iw)- ; ° = Ns e 2,,m* (3)
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The real part of this Drude conductivity a r= (1+W2 2 )-1 is characterized

by the DOC conductivity oo . It decreases with frequency and drops to o0/2

at a frequency wl=T- 1

Due to their confinement in a narrow potential well, the motion of

the electrons in a 2DES is quantized in the z-direction. In combination

with the free motion of the electrons parallel to the interface this leads

to an energy spectrum that consists of different subband (index i) with

dispersion Ei(K)=Ei+(h 2/2m x).K x2+ (M2/2m y)-Ky2 for a parabolic system.

Here K and K are quasi momenta in the 2D plane. The dynamic conductivityx y

perpendicular to the interface, which characterizes the transitions be-
13.

tween different subbands, e.g., 0 and 1, is

Reaz M= N Se 2t 2 p f1'(K- p 4
Ns2"° • l' 2 (4)

ezz(=• 2.m z (lO-1kj) 2 + (fi/-op) 2

f =2 1 1 f (5)

z • -105

It has a resonance at frequency Iw 0=E I-E0 and the strength of the transi-

tion is proportional to the matrix element fo10  The lineshape of the ISR,

governed by Top , is discussed in detail in Ref. 13. We will see later that

one has to be careful when using eq. (4). ozz is the response to the

internal electric field. The screening of the external field leads to a

shift of the resonance with respect to-K 10.

A more general treatment of the dielectric response can be given

within a quantum mechanical time dependent perturbation theory, the random

phase approximation RPA14 . Here one calculates the effective potential

Veff(w,q)=Vext(w,q)/e(w,q) that an electron feels if an external spatial

and time dependent potential is applied to the system. The dielectric

function is found to be
14

ci,K El l-E(4+ l+hw-ihot

The sum has to be taken over the states in all subbands i and at all quasi
*2 2.

momenta K. f(K) is the Fermi distribution. In the 3D case Vc=e /soq is

the 3D Fourier transform of the Coulomb potential. In a strictly 2D system
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V is e 2/26o*q , the 2D Fourier transform of the potential. A full evalu-

ation of (6), which means that all excitations and interaction between

different excitations are taken into account, is not easily accomplished.

However, approximate solutions can be given in special restricted cases.

Let us assume, for example, only one parabolic subband in the limit that

E(K+q)-E(K)<0Tw. From an expansion for small q we find for the sum in (6)

(N.q 2)/(m*w 2 ) (N= number of electrons per normalized volume (area), m*=

effective mass). This gives for the 3D case

6(w,q) = 1-w /W2 (7)

with the 3D volume plasma frequency w 2=N e2/6 m*. For w=w 6(e,q) is zerop v op

thus that from V int=V ext/(w,q) we find excitations in the electronic sys-

tem without external fields. These eigensolutions are the well known

volume plasmons, longitudinal collective excitations of the 3DES at fre-

quency w which, in this approximation of small q, not depends on q. InP

the 2D case we find in the same approximation

Ns

6 (w,q) = I- 2 q  (8)
2D 2e m*.-w

0

Here the zeros of e 2 D(w,q) define a 20 plasmon frequency

2 Nse
2

P 2e m*

0

(a) 0 r k2""AL

hy ez e 2(W)

J0. (32323

2ezt__ C- O(W)

t
bvy _W~

Fi.3 (a) Calculation of reflected and transmitted fields for a 2DES at

a boundary between two dielectrics 2 and 1. (b) Sketch of the exponential

decay of the fields for nonradiative surface modes I k A W/c
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Thus there is the important difference that the 2D plasmon frequency de-

pends on 1q and approaches zero for q+O.

In the following we will calculate the response of a layered system.

We assume one boundary between two media 2 and I with dielectric functions

e2(w) and el(w). The 2DES at the boundary is characterized by a parallel

conductivity o(w). We consider here p-polarised (TM) electromagnetic waves

propagating in x-direction. Then it is convenient to use the magnetic

field components of the exciting field which only have h components. They
exciting field has the following dependence in space and time

0 ~ i(k xX-Wt) -ik z2 Z
= (O,h,O).e z2 (10)

y

Since k is proportional to the inverse phase velocity in x-direction, allx
excited fields have the same x (and of course time) dependence which will

not explicitely be shown in the following. However, there is a different

z-dependence. The reflected field is h =(O,hr,O).exp(+ik z) and the

transmitted field is t= (O,ht,O).exp(_ikz*.z), where in the medium i the

z-component of the wavevector for the electromagnetic fields is:

k . = 6 1W2/C2-k x1111

Besides w, k is the important quantity that determines the Fourier compo-X 2 2

nents of the electromagnetic fields. For k 2<. 2/c2 k zi is real and weX 1 Z

have an oscillating field dependence in the z-direction. Then it is kx=

(w/c)sine, where G is the angle of the light propagation with respect to

the surface normal. However, it is also possible to consider electromagne-

tic fields with k2>w /k2 . Then kzi is imaginary, meaning that we have
evanascent waves, i.e., fields that decay exponentially from the boundary.

For certain w and k we will then find eigensolutions of the electromagne-x

tic fields. These fields are concentrated near the boundary and represent

so-called non radiative surface modes. 2D plasmons are an example of such
o r t

excitations. From Maxwells' equations we can calculate from h , h , h
1 y y y

the corresponding ex components e =±k zih /(6io w). (± corresponds to the

sign in the z-dependence exp(±ik ziz). To calculate the response, i.e.,
r hthe unknown h y we use the boundary conditions at z=O

0 r et o0 ;h 0 +h r -h t
ex x x y y y = x =-o•ex (12)
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Here the important point is that, due to the singular 2D surface current

density at z=O, the tangential component h is discontinuous at *he bound-Y
ary. The discontinuity is determined by jx which is driven by ex . This

strictly 2D approximation is valid as long as the spatial extend of the

wavefunction d is small compared with the spatial extent of the fields

d <<-/e(W/c))-I and (kx1.

r tThe solution of eq. (12) gives for the unknown quantities hy, hy

hr = r 1h 0 = (Dr/D0).hO0 ; ht = t *h 0 = (Dt/Do).ho , (13)
y p~l y y y p2 l y y

D0(,k x )= kz2/6 2+k z/S 1 +k z2kzl*o/(e 2 1.. 0*.W) , 114)

Dr (w,kx )=k z2/2-k zl"1l +kz2 .kzlo/(e2.e 1 60*w) (15)

Dt (w,k x ) = 2k z2/ 2  (16)

r p2 and t p2 are, respectively, the Fresnel coefficients for the p-polar-

ised reflected and transmitted amplitudes h . Note that both expressions
y

include in the denominator D°(w,kx), the determinant of the homogeneous
0 0=

system (eq. (12) with hy, e =0).

This formalism can be expanded to calculate the response of multilayered

systems with several 2D electron layers. For a two boundary system with

three media 3,2,1 the transmission coefficient is for example:

t = tp32 tp21"exp(ikz2"d2 ) (17)
p321 l-rp 23 .rp2 1*exp(2ikz2.d 2)

Here d2 is the thickness of the medium 2, t and r pij are defined in

eq. (13).

Transmission at normal incidence

Let us assume for a moment z2=1, e1=e=real, and define s= o0o/eC,

((Eo.) -  = 377 2). Then we find at normal incidence (kx=O) for the

transmission coefficient of the amplitudes:
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t p= 2Ar/(1+¢/e+s) (18)
P

The transmitted intensity is T=jt p12. In the experiment one is very often

interested in the differential transmission AT/T=(T(s)-T(s=O))/T(s=O). We

find:

AT -2( 1+A )"sr +s r 2+i

T ( ++sr) 2+si 2  (19)

For small signals, if both the real and imaginary part s r and si are small

compared with 1+€Ie, we find the well known result:

AT/T = -2Or (w)/C.0(1+¢e) 1 Re(o(w)) (20)

Thus the relative change of transmission is directly proportional to the

real part of the dynamic conductivity. This approximation can often be

used to extract a (w) if AT/T is small. However one has to be careful in

the case of large signals, e.g. cyclotron resonances at high mobility

GaAs-heterostructures, and also in regimes where e=e(w) depends strongly

on the frequency, e.g., in the reststrahlen regime of polar materials.

For such cases the full equation (19) should be used to extract o(w) from

AT/T (see, e.g., Ref. 15).

Non radiative waves

In (13) r and tp21 give the response with respect to an external

exciting field h . A singular behaviour is expected if D°(wkx) , the de-

nominator, becomes zero. Then excitations without external field are pos-

sible. Let us first demonstrate this for a system without 2DES (o=0). We

assume 82=1 and e,=v to be real. We find that it is possible to satisfy

D (sp, k sp)=O when

W

k c e 671 (21)
sp C ___

and e<0. These conditions can be found in metals at frequencies below the

plasma frequency w . These eigensolutions are surfice plasmons (more ac-P
curately, surface plasmon polaritons). For a free electron gas with di-

electric function e(w)=1-w p2/ 2 we find that, for k sp+ , wsp approaches

the non-retarded surface plasmon frequency wspO=p/ 2 with e(w spO )= -1.
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With decreasing k s,, Wsp decreases and approaches the light line w/c.
However, since ksp >w/c, both k and are imaginary. Thus the surfaceHoevrsiceIk~h/csbt kz2 adkzilr mgnr.Tu h ufc

plasmons are accompanied by transverse electromagnetic field components

(h y,e z,e x ) which decay exponentially into the top dielectric and the

metal. The electromagnetic fields of the surface plasmon resonance are
r t

strongly enhanced as can be seen from (13), where h and hy, and similarlyy y
the electric field components, increase to infinity if D (wsp ,k sp)+O (in a
real system this is of course limited by damping). The strong field en-

hancement gives rise to interesting applications in nonlinear optics and

for the giant Raman effect16 . Similar types of surface waves, surface

phonon polaritons, exist in the reststrahlen regime of polar materials.

Let us consider now a 2D system with two adjacent dielectrics with

real e2 and s. We consider the nonretarded regimelkk>>e¢.w/c and assume
2 ,A

o(w)=Nse .i/(m*w), an ideal Drude behaviour (T-). Then we find from (14)

for D0 (W ,k )=O,

2 
Nse

2

W = k p(22)S2e-.e m* (

This is exactly the 2D plasmon dispersion that we have derived in RPA (9)

with q=k p. In the treatment here we also calculate the influence of the

dielectric surrounding by the effective dielectric function 6=(e1+82)12.

Whereas in a quantummechanical treatment 2D plasmons appear as quasi par-

ticles - quanta of the collective excitation of the 2DES - we have em-

phasized here the aspect, that 2D plasmons, analogous to the surface

plasmons (21), represent electromagnetic surface resonances. They are

accompanied by electromagnetic field components hy ez ex which decay ex-

ponentially into the adjacent dielectrics. These field components allow us

to couple 2D plasmons with FIR radiation. This is in contrast to bulk

volume plasmons which have no h-components and do not couple with light.

Also the resonantly enhanced field strength of the 2D plasmon resonance is

observed in experiments, a strongly enhanced 2D plasmon - intersubband

resonance coupling 17 which will be discussed below.

Since the electromagnetic fields of the 2D plasmons extent into both

dielectrics, the plasmon frequency depends on the dielectric surrounding

and is govern by e. Very often the arrangement of a MOS-structure or a
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gated GaAs heterostructure is used (see Fig. 1). Then the dielectricum e2

has the thickness d2 and it is covered with an ideally screening gate

(o2(w)=i-, rp23=1). We can then evaluate the zeros of the denominator of

the multilayered system (17) and find

e = (e I2.coth(q.d2 1)12 (23)

In a similar way also the 20 plasmon dispersion for different arrangements

including several layers of 2DESs can be calculated.

Grating coupler

2D plasmons are nonradiative modes in the sense that q=k p>w/c (taking

into account retardation, also at small q and w). Thus no direct coupling

with radiation is possible. An effective way to excite these nonradiative

modes are grating couplers3'18'19 . A grating coupler may consist of perio-

dic stripes (periodicity a) of high and low conductivity materials (Fig.

4a). (In principle, any periodic variation of the dielectric properties in

the vicinity of the 2DES, e.g., a modulation of the 2DES itself, causes a

grating coupler effect). Then the incident field, which has a homogeneous

E component only, is shortened in the high conductivity regime. Thus in

the near field of the grating, the electromagnetic fields are spatially

modulated and consist of a series of Fourier components

(a) UJ J NS 2>NsI/ (b)

Ex kwP2 NSi

F alR ate WPl

Z T LL! 2 2-1 -
a a

Fig. 4: (a) Grating coupler effect of a periodical structure. For normal-

ly incident FIR radiation spatially modulated parallel (ex(w,q)) and per-

pendicular (ez (w,q)) electric field components are induced. (b) Coupling

of FIR radiation to 2D plasmons of wavevectors q1=2w/a and q2=2.2r/a
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e n (eO,en). exp(i(k .x-iWt)) (24)

with kn=n.2w/a. Fourier components with wavevector kn will couple with 2D
x x

plasmons if q=k and w satisfy the dispersion relation (Fig. 4b). It isx
also important that in the near field of the grating ez components of the

electric field are induced. These field components can be used to excite
21,22

intersubband resonances . A full general calculation of the dielectric

response in the presence of a grating is a complicated numerical problem.

Approximate treatments for the conditions here are given in Refs. 18-20.

The effectiveness of the grating coupler depends on its design. The n-th

Fourier components of the fields decays with exp(-Ik n.z ) for kx >w/c.

Thus the distance d2 of the 2DEG from the grating should be small compared

with the periodicity (d2<O.la/n).

EXPERIMENTAL RESULTS

In the remaining part of these lecture notes I would like to discuss

some typical examples of spectroscopic investigations of 2DESs. Within the

available space I cannot explain all the details, instead I would like to

give some general ideas. For a full understanding I refer the reader to

the original papers.

2D plasmons

20 plasmons were first observed for electrons on the surface of

liquid He. 23 In semiconductor systems 2D plasmons were investigated first
11924 25on Si(O00 18,19 Magnetoplasmons have been observed too . 2D plasmons

26,27
were also studied in FIR emission experiments . The first calculations

of 2D plasmon dispersion, which also include the theoretical results de-
28 29

rived here (eqs. (9),(22),(23)), were performed by Ritchie , Stern and

Chaplik 24 . Recent extended reviews on 2D plasmons are given in Refs. 20

and 30 (experiments) and Ref. 31 (theory).

2D plasmon resonances in MOS structures for Si(1I1) are present in

the spectra of Fig. 2 in the frequency regime 50-150 cm-1 . As we expect

from the 2D plasmon dispersion (22) the resonances shift with increasing

NS to higher frequencies. Recent extended studies on 2D plasmons for

Si(100),(111) and (110) show that the experimental dispersion in general
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r1,32

agrees with the theoretical predictions21'32. For Si(110), e.g., the

plasmon dispersion is found to be anisotropic for different directions q

with respect to, e.g., the [001) direction in the surface 32 . This follows

from (6) if we evaluate this expression for different q in an anisotropic

bandstructure E( ). Also 2D plasmons in hole space charge layers of
33Si(110) have been investigated . Here the plasmon dispersion reflects the

nonparabolicity of the hole surface bandstructure and the anisotropy of

the Si(1lO) surface. A more detailed analysis of the plasmon dispersion

for electron inversion layers of Si shows that, particular at low NS and,

for Si(100) also at high NS, there are characteristic deviations,in gene-

ral a decrease, of the experimental plasmon dispersion with respect to the

calculated dispersion. Most likely these deviations are caused by inter-

action of 2D plasmons with different excitations in the system, e.g. plas-

mons of different q and single particle excitations. A theoretical treat-

ment of this coupling via extrinsic potential fluctuations for Si-MOS

structures within a memory function approach is given in Ref. 34.

For the high mobility AlGaAs-GaAs heterostructure system extrinsic

coupling is not so important and intrinsic effects on the 2D plasmon fre-
35quency can be studied . Fig. 5a shows the relative change in transmission

AT/T for a GaAs heterostructure with a grating coupler of periodicity

a=880nm. The spectrum is normalized to a spectrum taken at B=8T. A magne-

tic field shifts the plasmon resonance, such that the effective conducti-

vity at B=8T is low in the frequency range of Fig. Sa. This effect will be

discussed later. Two resonances are observed which are excited via the

first and second Fourier component of the grating and correspond to wave-

vectors q1=2w/a and q2= 2.2w/a. In the differential spectrum in Fig. 5b

(here AT/T is evaluated for two slightly different densities) three plas-

mon resonances are resolved. This allows us to study in detail the q-de-

pendence of the dispersion, as shown in Fig. 5c. So far we have treated

the plasmons in a nonlocal and strictly 2D limit. In higher orders of q

several effects become important 20'30 '3 1. Two of these effects should be

mentioned. Evaluation of (6) in higher order of q gives24,29 Wp2=

2 2 gieP
WL +3/4(qv F ) . Here vF is the Fermi velocity and wL is the 'local' plas-

mon frequency (22) considered so far. For high q the finite thickness of
36-38

the 2D system becomes also important 6  
. The plasmon frequency may then

be written:

2= UL2 1 3
i = 1+W -2 - a*.q - F(q).d ,q) (25)
P L gv 4 e
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Fig. 5: Experimental plasmon resonances for a space-charge layer in GaAs

with Ns=6.7xlO1cm 2 . The arrows mark plasmon resonance positions. For the

upper trace (a) transmissions at B=O T and B-8 T have been ratioed to

determine AT/T. The lower trace (b), qualitatively the derivative of the

upper trace, is obtained by changing NS slightly via the persistent photo-

effect. (c) Theoretical and experimental plasmon dispersion. The solid

line is the classical local plasmon dispersions. The curves marked 1-4 are

defined as follows: curve 1, plasmon dispersion including nonlocal correc-

tion; curve 2, plasmon dispersion including finite-thickness effect; curve

3, plasmon disperion including nonlocal and finite-thickness corrections

combined; and curve 4, plasmon dispersion including all correction terms

(from Ref. 35)

2

The first correction term, the so-called nonlocal term 3/4 (q.vF) , can be

rewritten in terms of the effective Bohr radius a*=a 0 m 0 /m* and the valley

degeneracy g v" Both gv=l for GaAs (instead of gv= 2 for Si(100)) and the

larger effective Bohr radius of GaAs because of the small effective mass

of GaAs W s nm, a*mi(02 nm) make the nonlocal effect much more

important for GaAs than for Si(100). The finite thickness becomes impor-

tant if q approaches I/d , the inverse spatial extent of the electron
e
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wavefunction in the z-direction. The formfactor F(q) has a value of order

1 and has been expressed slightly differently by various authors 36 38 . For

the conditions here F(q) is positive, meaning that the finite thickness

effect lowers the plasmon frequency. In Fig. 5c we compare the experimen-

tal plasmon dispersion with the calculations. Taking into account only the

nonlocal corrections we would expect a significantly stronger increase of

w with q as is found in the experiment. The finite thickness effect alone

would decrease the plasmon frequency below the observed values. However

both effects together nearly cancel each other in agreement with the ex-

perimental results. In the next paragraph we will see that the nonlocal

effect carn be directly observed in a resonant experiment. Thus the experi-

mental results (Fig. 5c) implicitly demonstrate the presence of finite

thickness effects.

In Refs. 39 and 40 the effect of nonlocality was directly observed

for plasmon excitation in a magnetic field. In a classical approach a

magnetic field B (assumed perpendicular the 2D plane) shifts the plasmon

frequency
24

2 = W 2(B=O) + wc 2(26)Wmp pW,(6

where w =e.Bim* is the cyclotron frequency. (This result can be calcu-
lated, e.g., by determining the zero of D(w mpk=q)=O in eq. (14) with the

Drude conductivity in a magnetic field ax (w,B) which will be given below

(eq.(32)). Eq. (26) shows that the magnetoplasmon frequency approaches wc

with increasing B. Experimental spectra measured in an AlGaAs-GaAs hetero-

structure with a grating coupler of a=1180 nm are shown in Fig. 6a. At low

wavenumbers a CR is observed which decreases in resonance position with

decreasing B. At higher frequencies, magnetoplasmon resonances are observ-

ed which also shift with decreasing B to lower frequencies roughly as

expected from (26). For B=2.55T in Fig. 6a a second resonance occurs at

WI= 70cm -1, which is not observed at higher magnetic fields. With decreas-

ing B this resonance approaches w and increases in intensity, whereas theu
resonance wu decreases in intensity. The resonance positions and relative

amplitudes are depicted in Fig. 6b. Here it becomes evident that obviously

there is an interaction of the magnetoplamson dispersion (26) with har-

monics of the cyclotron resonance 2w c . In a homogeneous system cyclotron

resonance excitation is only allowed for wc=eB/m*, corresponding to

transitions between Landau levels with difference in index An=1. The dyna-

mic spatial modulation of the plasmon oscillation induces an inhomogeneity

332



which allows transitions for An=2,3... This leads to a strong resonantly

enhanced interaction of magnetoplasmons with harmonics of the CR and cau-

ses a splitting of the magnetoplasmon dispersion at the crossing with 2w c

q -1 1 1 (a)
. CR .

30 - q -57x cm-- &

V NS- 5 AIO~cm-2 (b)
20 -3

210- 'd B : ( m )_ "*
S1re s

0 i " .. . W u

60 LA

10 5
00

1.82T ,,. ,

o0-Ns .5xI0 " -2
q =0.57x1A0rm"

1.64T 0~B -1J--- --- ---I I I00 0?xl°c

70 I . 5
WAVE NUMBERS(cm) B(T)

Fig. 6: (a) Cyclotron resonances (filled inverted triangles) and magneto-

plasmon resonance for Ns=6.5xlO 1cm-2 and different magnetic fields B. The

nonlocal interaction with the harmonic cyclotron frequency splits the

magnetoplasmon dispersion into an upper (wu, downward-pointing arrow) and

lower (wV, upward-pointing arrow) branch. An additional splitting

(W +,W£) due to the spatial charge density modulation is indicated.

(Dashed lines, left scale; solid lines, expanded right scale). (b) Split-

ting of the magnetoplasmon dispersion due to the nonlocal interaction with

the harmonic cyclotron frequency. Filled and open circles indicate experi-

mental resonance position for the w +,WU+ and w,,,Wu, resonances. The

solid line is the theoretical dispersion (Ref. 42) calculated for the

parameters of the experiment. In the lower part, experimental (filled

circles) and theoretical (Ref. 42) (full lines) normalized excitation

amplitudes are compared. Qm(B) is the peak absorption of the plasmon exci-

tation in an w sweep at fixed B (from Ref. 39)
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The strength of the interaction, represented by the amount of the

splitting, is governed by the parameter
40 42

(qvF/WC)2 = 3a*q/g v  (27)

Again for GaAs, due to the small mass and large a*, this effect is very

pronounced and can be observed very well in an experiment. As is shown in

Fig. 6b the observed wA-Wu splitting and the experimental dependence of

the amplitude on B is in excellent agreement with recent calculations 42 of

magnetoplasmon excitations. These take into account nonlocal corrections

in all orders of (qvF/wc ) and also finite values of the scattering time i.

The latter is important to describe the amplitude of the excitation. More

details of magnetoplasmon-CR coupling, also for higher harmonics 3w

and q, are described in Ref. 35.

In Fig. 6 we observe an additional small splitting wI-_-w+. This

splitting is attributed to a static periodic charge density modulation.

The charge density in the samples has been increased with short light

pulses from a light emitting diode (Xt820nm) via the persistent photoef-

fect. Since the Ag stripes of the grating coupler are nontransparent the

density of the ionized deep donors in the AlGaAs and thus the carrier

density in the channel will be spatially modulated. We will discuss late-

ral superlattice effects on the 20 plasmon dispersion4 3'44 in the next

paragraph. This leads us to the rapidly expanding field of the physics of

low dimensional electronic systems, where, starting from 2D systems, late-

ral structure of small sizes are fabricated which give rise to novel

physical properties.

As an example we show in Fig. 7 a microstructured Si(100)-MOS system.

These systems have been fabricated by first preparing a periodical surface

profile in a photo resist layer on top of a homogeneous oxide using holo-

graphic lithography of two superimposed coherent laser beams43'44 . This

profile acts as a mask in a dry etching process. After etching the thick-

ness of the oxide is dI in the region tI and is (except for the small

region of the slopes) d2 for the rest t2=a-t I of the period a. A conti-

nuous layer of NiCr (3nm) is evaporated under varying angles onto the

structured oxide. If a gate voltage V is applied between this gate andg
the substrate, an electron gas with a low charge density NS2 in the region

t2 and with high NS1 in the region t1 is induced. dI and d2 are, respecti-

vely, typically 20 and 50 nm.
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Fi Schematical geometry of a MOS sample with modulated oxide thick-

ness (a), excitation of 2D plasmons with split resonances (b) due to the

superlattice effect of the charge density modulation on the 2D plasmon

dispersion (c) (from Refs. 43 and 44)

In Fig. 7b FIR transmission spectra are shown. Superimposed on the Drude

background, well pronounced plasmon resonances are observed which shift

with increasing gate voltage and corresponding charge densities to higher

wavenumbers, roughly as is expected from the plasmon dispersion (22).

Resonances w1 and w2 are indicated which are excited, respectively, via

n=1 and n=2 reciprocal grating vectors qn=n (2w/a). Characteristic for

these charge density modulated systems is that the plasmon excitations are

split into two resonances, wn- and wan+ . To discuss the origin of this

splitting, we show in Fig. 7c the plasmon dispersion in a charge density

modulated system. The superlattice effect of the periodically modulated

charge density creates Brillouin zones with boundaries q=mw/a, m=±1,±2,...

If we fold the plasmon dispersion back into the first Brillouin zone, -7/a

< q < i/a, then we expect a splitting of the plasmon dispersion at the

zone boundaries and at the center of the Brillouin zone at q=O. The plas-

mon dispersion forms bands with minigaps at q=O and q=w/a. Since we use

the same grating that produces the Brillouin zones also for the coupling

process (q n=n(2w/a)), we can only observe the gaps at m=2,4,... The reso-

nances observed in Fig. 7b are thus the lower and upper branches of this

dispersion at q=O.
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The plasmon dispersion in a charge density modulated system has been

calculated in Ref. 45. In this perturbation theory approach it is found

that the splitting of the m-th gap is proportional to Nm where N is the

Fourier coefficient of the charge density Fourier series:

N (x) = N e i2wmx/a (28)
Ms

To observe a large splitting of the plasmon resonance for q=2v/a, a system

with a large second Fourier component N2 in the charge density distribu-

tion has to be prepared. This explains a strong influence of the sample

geometry on the amount of the experimentally observed splitting and, also,

the fact that the splitting observed for higher gaps (m=4,6,...) is,tin

general smaller4 3 '4 4 .

Another characteristic feature of plasmons in a periodically modu-

lated system is that they have the character of standing waves, where both

branches have different symmetry. Because of the symmetry, the .pper

branch wj+ for the configuration in Fig. 7c has a radiative character,

whereas the w1 - branch is less radiative. Thus vice versa, FIR radiation

can excite the w,+ branch with higher efficiency. This is observed in Fig.

7b.

Physics in low dimensional electronic systems is a rapidly growing

field (e.g.,Ref. 46,47). Recently structures, similar to those shown in

Fig. 7a, have been prepared in GaAs-heterostructures where the electrons

could be laterally confined and form 1D subbands4 . Pioneering ideas and

realizations in this field have been given by Sakaki and are discussed in
49

his contribution of this volume

Grating coupler induced intersubband resonances

Besides 20 plasmons, intersubband resonances (ISR) are characteristic

dynamic excitations in heterostructures and quantum wells. ISR represent

oscillations of the carriers perpendicular to the interface. Thus in high-

ly symmetrical systems, e.g., electrons in Si(lO) MOS systems or in GaAs-

heterostructures, an Ez-component of the exciting electric field is neces-

sary to excite these transitions. Strip-line and prism coupler arrange-

50,51
ments have been used to study ISR on Si(100)5  . Another very powerful

method is the grating coupler technique2 1 '2 2 . As we have discussed above,
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Fig. 8: (a) Grating coupler induced intersubband resonances for Si(100)

at different charge densities NS. Resonances EO1 and E02 in the lower

subband system and E' 0 1 in the second subband system are observed. In theO-1

regime of the optical phonon frequency of SiO 2 (about 480 cm-1 ), a reso-

nant coupling to polaritons is measured, which is not fully shown here for

clarity. (b) Excitation of intersubband resonances on a Si(111) sample

with a grating coupler for different N depl Directly parallel excited Eoi

resonances and grating coupler induced depolarization shifted E . resonan-

ces are present (from Ref. 22)

a grating coupler excites in the near field E components of the electricZ

field (Fig. 4a). Experimental spectra measured on Si(100) samples with

homogeneous charge density are shown in Fig. 8a. The grating periodicity

is a=1800nm. For Ns=3.3.1012cm-2 two resonances, E 1 and i0 2 1 are observed

which correspond, respectively, to resonant transitions from the lowest

subband to the first and second excited subbands. With increasing Ns the

resonances shift to higher frequencies, corre'sponding to a larger subband

337



separation in the steeper potential well at larger surface electric
12 -2 -'

fields. For N5>8-10 cm additional resonances E0 1 are observed which can
1

be attributed to resonant transitions in the primed subband system . The

primed subband system arises from the projection of four volume energy

ellipsoids of Si onto the Si(100) surface and is separated in K-space by

0.86.2ii/A (A= crystal lattice constant) in [001] and equivalent direc-

tions. It is known that this subband system is occupied for

Ns>7.5-10 12cm-2 (Ref. 1).

The resonance energy measured in an ISR spectrum is not directly the

subband spacing EoI EI-Eo. Two effects shift the observed resonance with
52

respect to the subband spacing. The first, the so-called exciton shift

results from the energy renormalisation when an electron is transferred to

the first excited subband E leaving a 'hole' in the E0 subband. The exci-

ton effect, characterized in a two-band model by 0, shifts the resonance

energy to smaller energies. A second effect, characterized by C, is the

so-called depolarisation shift, which increases the resonance energy. It

arises from the polarisation of the 2DEG in the finite potential well 53 . A

strict calculation of this effect is included, if a full time dependent
54

calculation of the Hartree potential is performed , instead of the static

calculation of subband energies.

For Si(111) and Si(110), the surface bandstructure results from the

projection of volume energy ellipsoids which are tilted with respect to

the surface . Due to the anisotropic energy contours, the j and jz compo-
nent are coupled and thus ISR can be excited with a parallel field compo-

nent E x.12 Whereas parallel excited ISR (labelled EO1) is not affected by

the depolarisation shift

E 0 E0 1
"A/ T  (29)

the perpendicular excited resonance ( 01) is affected by both effects

Eo = Eo. 1+t-' " (30)
i01 E01' A+O-(0

Thus if a grating coupler is used on Si(111) (Fig. 8b) both resonances,

directly parallel excited resonances and perpendicular grating coupler

excited (and thus depolarisation shifted) resonances are observed. We see

from the spectra in Fig. 8b that the depolarisation shift slightly in-

creases with the depletion field that is characterized by Ndepl* It be-
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comes much smaller for transitions to higher subbands (E0 2 and E03 ). Very

detailed investigations of grating coupler induced ISR for different sur-

face orientation on Si are reported in Ref. 22.

For GaAs heterostructures only a few direct FIR spectroscopic inves-

tigations of ISR have been performed (see. e.g., Fig. 3 in Ref.35) so far.
55-57More often the method of tilted magnetic fields is applied . If a

magnetic field is tilted slightly by an angle 0 with respect to the sur-

face normal, the Landau levels of different subbands couple, e.g. the 1-

Landau level of the E0 subband and the O-Landau level of the E subband.

In resonance antilevel crossing occurs, leading to a splitting of the CR

resonance at energy E0 1. Thus, from the position of the splitting the sub-

band separation can be found. The amount of the splitting is, for small G,

c0 1*sin0. From the matrix element c0 1 , information on the wavefunctions
56and the shape of the potential can be extracted

The CR-ISR coupling and the plasmon-CR coupling discussed above are

examples of resonant coupling processes. As we have seen above very de-

tailed information on the interaction can be extracted from resonant coup-

ling processes. So far we have treated ISR and 2D plasmon resonance inde-

pendently. The question arises whether it is possible to find conditions

where both the fundamental parallel and perpendicular excitations can be

matched in energy. At a first glance one would expect that the confinement

of the 2D electrons perpendicular to the interface, and thus the ISR fre-

quency, always should be larger than the parallel binding. In a multi-

valley system with different subbands, however, the lowest subband can

screen the higher subbands and thus lower the transition energies there.

This can be realized in the Si(100) system by applying uniaxial stress in
17the [001) direction . Uniaxial stress lowers the energy of two of the

original four fold degenerated E' valleys so that they become occupied.

Since the two subband systems are separated in K-space we have independent

ISR in both systems. However, the 2D plasmon excitation is the collective

oscillation of all carriers (for the optical branch of interest here all

carriers oscillate in phase). The plasmon mass in this multivalley system

is, as can be calculated from (6)

-1 -1 -1
mp = (N So"mpo + N sompo )/Ns (31)

Here N So/N and N So/NS are the relative occupations of the Eo, and the

E subband, respectively. The plasmon mass in the E 0 subband is larger
0 0
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Fig. 9: (a) Derivative of the transmission T with respect to the gate

voltage V vs. NS for different values of the uniaxial stress at laser

frequency 17.58 meV. (b) Experimental resonance positions from (a). The

interaction of the plasmon (P) and ISR leads to a resonant anti-level

crossing of the dispersions

(m p,= 0.91.m ) than for the E subband (m po=0.19 mo) for qI[001]. Thus,

with increasing stress and occupation of E.1 m increases. Experimental

spectra are shown in Fig. 9a. The plasmon resonance is detected in the

derivative dT/dV of the transmission with respect to the gate voltage ing

a sweep of NS at fixed laser frequency. The resonance position in NS

shifts with increasing stress, p, to higher NS as is expected from (22)

if, at fixed wp, mp is increased via stress. At p%0.8 kbar a second re-

sonance occurs which shifts to lower NS. This resonance is the E' inter-

subband resonance. From the resonance position in Fig. 9b we find that the

interaction of ISR and plasmon leads to an antilevel crossing. The experi-
17

mentally observed coupling strength which governs the amount of the

splitting, agrees with an estimated interaction strength using calcula-

tions in Ref. 58. It is also found in Fig. 9a that the ISR is only ob-

served within the vicinity of the plasmon resonance. This reflects the

fact, that the ISR is excited via the E components of the electromagneticZ

fields accompaning the 2D plasmon excitation. The resonance enhancement of

E z(w,k) at wp and q = kp which we have discussed above leads to the en-

hanced excitation strength of the ISR observed in Fig. 9a.
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Spin orbit interaction in 2D hole space charge layers
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Fig. 10: Schematical surface bandstructure of holes with split spin states

(a), parallel excitation of intersubband resonances in hole inversion

layers of Si(110) (b), and experimental resonances positions vs charge

density NS (c) (from Ref. 59)

So far we have considered 20 electron systems. In hole subband

systems interesting fundamental investigations can be performed too. I

will describe here experiments which are related to an inherent (i.e.,

without external magnetic field) lifting of the spin degeneracy in systems
59

without inversion symmetry . This effect is extremely small in the bulk

60
of zincblende type crystals . In MOS systems the surface electric field

induces an asymmetric potential well and it has been found from subband

calculations that in hole space-charge layers of Si, due to the strong
61,62

spin-orbit interactions of holes, this effect is important . In Fig.

10 intersubband excitations in hole inversion layers of n-type Si(110)

(without grating coupler) are shown. The energy spectrum of 2D hole

space-charge layers consists of heavy and light hole type subbands. The

dispersion is strongly nonparabolic and for subband wavefunctions with
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quasi momentum KI *0 the spin degeneracy is lifted as is discussed above.

Thus for intersubband spectroscopy on these systems one would expect

smeared out broad resonances. Surprisingly the experimental resonances

exhibit sharp features which can be attributed to resonant transitions

into a spin split heavy hole subband, ho+h 1
+ and h I-. These resonances can

be resolved since, due to matrix element effects, the transition probabi-

lity for parallel excitation is dominant for transitions at the highest

occupied KuI. Thus the resonance frequency measured at a certain density NS

is implicitly related to a certain K112=KFermi* In Fig. 10c we notice that

with increasing NS, which means implicitly with decreasing KUI, the

resonances labeled H-(hohI-) and H+(hoh 1 +) approach the same energy of

12 meV at Ns=O. The fact that the spin splitting goes to zero with K #0,

is a characterisitc feature of spin-orbit interaction in an asymmetric

potential. The identification of the resonances as spin split states has
59

also been confirmed by subband calculations

Cyclotron Resonance

By far the most FIR investigations of heterostructures are devoted to

the CR. Different aspects are covered in other articles of this volume
8,9

which also include an extended list of references . To demonstrate some

characteristic features of CR, I would like to discuss here measurements
63

on AlGaAs-GaAs heterostructure with front gates
3 . We have prepared

heterostructures with a 50 nm Si-doped AlGaAs-layer and with 20 nm spacer

layer. On top of this structure a semitransparent NiCr gate was prepared

and contacts were made to the channel. Via a gate voltage that was applied

between the gate and the channel we were able to tune NS from 
51011 cm

-2

to nearly zero. The charge density could be determined in situ under ex-

perimental conditions from magnetocapacitance measurements. Experimental

CR-measurements are shown in Fig. 11 for different densities NS. The CR

excitation leads to a resonant decrease of the transmission at frequencies
-1

about 112 cm and we see from Fig. 11 that not only the intensity of the

signal changes with Ns but also the resonance position and halfwidth.

To extract from these CR curves information on the 2DES a Drude model

is used very often to describe the 2D conductivity in a magnetic field:

Nse2 .* - -

0 xx (w,B) = 2m* (-i(w-w ).)- +(1-i(w+w )) -11 (32)
c c
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wc=e.B/mc is the cyclotron frequency. For linearly polarised radiation axx
includes the active (w-w c ) and the inactive mode (w4wc). Inserting (32)

into the transmission formula (19) we find for the maximum change in

transmission of the active mode at wc for circular polarised radiation

(-AT/T)max = 1-(l+b.Ns 'r-2 (33)

and for the halfwidth Aw (HWHM)

= + b.N (34)
S.

with b=e 2/(S cm*(1+v'e)). We see that for small N and T the resonance

amplitude increases linearly with NS and T ((-AT/T)max-2.b.Ns* ) and the

halfwidth of the resonance is directly Aw-=I/. For large N$ and %, how-

ever, the relative change of transmission AT/T cannot exceed 100% (50%)

for circularly (linearly) polarised radiation. Then, with increasing NS or

,(AT/T)max saturates and the resonance broadens with respect to Aw=l/x.max
We can determine Ns by fitting the calculated transmission (eqs. (19) and

(32)) to the experimental resonance profile in Fig. 11 and we find excel-

100

S90 V

0 -80 V - - ° v

60
O IV

S0.3V

50 1 1 L L_ - I-

108 110 112 114 116

wave numbers (m1)

Fig. 11: Experimental CR excitation in frontgated AlGaAs-GaAs heterostruc-

tures. The transmission T(B) is measured at fixed B=8.24 T and is normali-

zed to the transmission T(O) at B=O. From magnetocapacitance we find that

the gate voltage V (V)= 0.3, 0.1, 0.0, -0.1, -0.2, -0.3 corresponds to

densities NS (101cm-2 )= 5.35, 3.94, 3.16, 2.37, 1.74, 0.80, respectively
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lent agreement in the NS regime where we can extract NS reliably from

magnetocapacitance. From the same fits we also can determine mc=e.B/wc and

T. Different aspect of what interaction determines mc and T are discussed

in Ref. 8 and 9. A detailed analysis of the data in Fig. 11 shows63 that

the shifts of the resonance positions are not only caused by the non para-

bolic bandstructure of the GaAs system. In addition also effects due to

filling factor dependent, combined and interacting CR of different Landau

and spin levels and energy renormalisation effects at full Landau levels

are important. Also the resonance halfwidth seems to be related in an

interacting way to the resonance positions. Considering all experimental

and theoretical results on CR in 2DESs, one has to confess that there are

still many open questions left.
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MAGNETO-OPTICAL PROPERTIES OF HETEROJUNCTIONS, QUANTUM WELLS

AND SUPERLATTICES

J.C. Maan

Max-Planck-Institut fur Festkorperforschung, Hoch-

feld Magnetlabor, 166X, F38042 Grenoble Cedex France

I. INTRODUCTION

In a magnetic field the continuous dispersion relations

of the bandstructure are split into discrete Landau levels.

The energy separation between these Landau levels can be mea-

sured optically, and this way information about the bandstruc-

ture is obtained. Since transitions are never infinitely sharp

in real systems, additional information can be obtained from

broadening. In the first part of this paper intraband absor-

ption (cyclotron resonance) in heterojunctions and quantum

wells in a magnetic field perpendicular to the layer, with

emphasis on the consequences of non-parabolicity will be des-

cribed. Furthermore several aspects which can contribute to

the observed cyclotron linewidth will be mentioned. In the

second part a discussion of interband (valence to conduction

band) absorption will be given. In particular the effect of

the complex valence bandstructure on the experimental results

will be described. As in interband absorption both electrons

and holes are involved, the effect of their interaction (exci-

ton formation) on the results will be discussed. In the last

part interband absorption in a superlattice with a magnetic

field parallel to the layers will be discussed. Here a diffe-

rent effect of the magnetic field will be employed, namely

that carriers in a magnetic field describe circular orbits

in a plane perpendicular to the field, which have an orbit

size that can be comparable to the superlattice periodicity.

Therefore this type of experiments probes transport through

the layers of the superlattice.
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II. a Intraband absorption (Cyclotron resonance)

For simple parabolic bands the carrier motion is free

electron like and the Hamiltonian for the motion in a magnetic

field in the z direction in potential V(z) is given by:

H = (p-eA) 2  + V(z) (1)

with the vector potential A=(O,xB ,0). For such simple cases

the in plane motion (xy-plane) can be separated from the z-

component by choosing for the wavefunction g(x,y) f (z). The

eigenvalue problem (1) becomes then equivalent to two separate

equations. For the z-direction (1) reduces to:

[(2m* Pz2 + V(zj f (z) = E f(z (2)

with E the confinement energies in potential V(z), m* the effec-
n

tive mass and pz the momentum operator. For an infinite square

well of thickness d, En would be given by:

t2 i2(n+l)2
2m* d 2

For the in plane motion we have if g(x,y) = e ik (x')

t 2 a2 + e2 B 2x 2 +V(x) p (x') = E (x ' ) (3)

L 2m* ax12 2m*

with E the eigenvalues. In eq. (3) x'=x+Tk /eB, where Tk y/eB

is Lhe cyclotron cibiL center coordinate. V(x) is a one dimen-

sional potential which for the moment is zero but the effect

of which will be discussed later. Since the motion in the plane

has translational symmetry, the eigenvalues have a degeneracy

for all allowed k values, which is 2eB/h (neglecting spinY

splitting at present). The eigenvalues are the normal degene-

rate Landau levels given by E = (N+ 7) heB with N=O,1,2 etc.
2e-;-

the Landau level quantum number. The toTal energy Et is simply

given by: Et=Ei+E n (see Fig. 1). Cyclotron resonance measures

the absorption from a Landau level N to N+l and the resonance

condition is just wc = eB/m*. It has been proven rigorously

[1] that inclusion of electron-electron interaction in the

Hamiltonian does not affect the resonance position, therefore

any experimentally observed deviation from the simple linear

relation between energy and magnetic field must be traced back

to an energy dependent effective mass (non parabolicity) or
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2

o Fig. I

E, 2 Schematic energy level
structure of Landau levels

from two subbands.

E0

interaction of carriers with impurities. In a real experiment

the resonance is measured as the absorption of light, and the

absorbed power (P) of linearly polarized light propagation

along the field direct on 2 (F raday configuration) is given by:
l+(u +wc )T (4)P(to) = p 4

0 l (Vj w2 2 )T214W2 T'
C- c

In this expression a Drude like description for the dynamical

conductivity is used where the level broadening is characterized

by a scattering time -r. [2]

Summarizing, for simple bands with cyclotron resonance

only the effective mass, the scattering time and, as the inte-

grated absorption is proportional to the carrier density, the

carrier density can be measured. To a large extend the conduc-

tion band structure of GaAs and Si can be described by parabo-

lic bands and since in this case the mass is the same as it

would be in bulk material, the interest of cyclotron resonance

is limited mainly to a study of the linewidth. This will be

discussed in 11 c. In many other semiconductors like InAs,

InSb, HgCdTe however there is an important band non-parabolici-

ty, which has important consequences oi CR in heterostructures.

In particular for non-parabolic bands it is possible to obtain

information about the subband structure and the Fermi energy

from the observed cyclotron mass.
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II. b Effects of non-parabolicity

The main consequence of a non-parabolic (energy versus

wavevector) dispersion relation, is that the second derivative

of this dispersion relation, which is by definition the effec-

tive mass, is a function of the energy. Since the effective mass

is dependent on the total energy E +E and since the mass de-±

termines both the confinement energies En and the in plane

energy E// the two directions cannot be separated anymore as

before. The origin of the non-parabolicity is the interaction

between different bands, and the simplest description of the

effect is a two band model. Following Zawadzki [3] the hamil-

tonian for the conduction band in the two band model in the

presence of a potential V(z) is given by:

F1 m 2 Et-EICV(Z). (EG+E t+E-V(z))]f(z) 0 (5a)
0 EG

where m* is the bulk band edge effective mass. In a magnetic
0

field:

E - 2 + + EGD (5b)

with

D -he" (N+1) (cheR 1(5c)

0

For an infinite square well with thickness d, the energy levels

can be calculated from Bohr Sommerfeld quantization:

Jpzdz (n+-!) (6)

leading to an implicit quadratic equation for the energies.

(Et-E#) (EG+EtE,) t 2,T2 (n..!) 2  (7)

E G  
2m2d

2

where all quantities have their usual meaning. Introducing

as the energy of subband n as . = 0 eq. 7 can be rewritten

as [4]:

(N+-) teB = EF(+ ) En(l+n )
2 -* N En0GG

The cyclotron effective mass is by definition heB/(E N+I-EN),

and as can be seen from eq. 8 depends on field, confinement

energy En and Landau level quantum number N in a complex manner.

350



Fig. 2 shows the calculated Landau levels for a rectangular

InAs quantum well with a carrier density of 10 2cm - 2 and l5nm

thickness. For this density and thickness two subbands are

occupied.

In a magnetic field each subband gives rise to a Landau

level fan which is non-linear due to non-parabolicity. Observa-

ble transitions take place between levels of the same subband

0.2

0.1

0.0 1
0 5 10 15 20

B(Tesla)
Fig.2

Calculated Landau levels for a l5nm JnAs well, 72d po£ition
of the Fermi energy for a carrier density of 10 cm
Allowed transitions at different magnetic fields are indicated

by the arrows.

below and above the Fermi energy. Since the degeneracy per

Landau level increases with magnetic field, the Fermi energy

jumps from Landau level to Landau level, and with increasing

field different transitions are involved in cyclotron resonance

as indicated in the figure. The cyclotron masses belonging

to the observable transitions are shown in Fig. 3. The masses

corresponding to the two different subbands show an oscilla-

tory behaviour around the same average value, of 0.032m in
0

this example. Note that this value is substantially higher
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than the bulk band-edge mass for InAs of 0.023m . In principle

from the oscillatory behaviour of the mass and from its average

value important sample parameters like the location of the

Fermi energy and the subband energies with respect the bottom

of the band can be obtained.

For more complicated potential profiles the Landau levels

can be calculated in the same manner using Bohr-Sommerfeld

quantization [3] with appropriate boundary conditions. As an

I J

0.035-

/
.1/ -/

ni/I'

E 

/.
0 .0 3 0 _

I I

0 5 10 15 20
B (Tesla)

Fig.3 12 -2
Cyclotron effective mass for a 15nm InAs well with 10 cm
electrons. Transitions from the first subband are shown by the

drawn and those from the second by the dashed lines. The subbands
are 17meV resp. 61 meV above the bottom of the conduction band.

example for a triangular well with potential V=eFz with F the

electric field, the Landau levels can be obtained from the

following trancendental equation. [3] 1/2

(a+b)a1/2 b/2 +(b-a)/2In 1/ 2 a/ 2  ( ) 2eFh(n+3/4) (9)
b-a) 

I1/ 2  1

where a=E t-E, and b=E G+Et +E. The cyclotron effective masses

are calculated from this Landau levels for InAs with the same

carrier density as for the square well and an effective electric

field of F=2.10 4V/cm, and are shown in fig. 4 . As in the

square well the masses show an oscillatory behaviour due to
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the location of the Fermi energy, however an important diffe-

rence with the square well is that the two different subbands

oscillate around different average effective masses. This effect

is typical of a confining potential which is due to band ben-

ding [5,6]. The average effective mass is determined by the

average position of the Fermi energy with respect to the bottom

of the conducting band, weighted by the subband wavefunction

0.035

E "/

0.030 /
// /

I/I /

"I I / -

/ '/

0 5 10 15 20
B (Teslo)

Fig.4

Cyclotrn effectivelTass~ s in a triangular well with a field
of 2.10 V/cm and 10 cm- electrons. Transitions from the first
subband (43 meV ) are indicated with the drawn and those from
the second (at 73 meV) by the dashed lines.

squared. For a rectangular well, carriers at the Fermi energy

in the two subbands are equally far from the bottom of the

conduction band and show the same mass. For the triangular

well carriers at the Fermi energy in the second subband are

on average closer to the conduction band than those in the

first subband. Therefore the two subbands show a different

mass, and the higher subbands have a lighter mass (see inset

in fig. 3 and 4). This different behaviour of the masses can

in principle be used to distinguish between wells of different

potential shape. [ 5,61
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II. c The cyclotron resonance linewidth

The problem of the cyclotron resonance linewidth in two

dimensional systems is neither theoretically nor experimental-

ly clearly solved. Therefore here only a few important aspects

of the problem will be mentioned. The reason for this state

of matters is that the linewidth is a very complicated problem

and that depending on the experimental circumstances a diffe-

rent and even apparently contradictory behaviour can be obser-

ved, and indeed is observed. This situation is very similar

to that encountered for cyclotron resonance in bulk materials,

where also no general agreement exists between theory and expe-

riments.

A first important remark is that electron-electron inter-

action alone can not influence the lineshape [1], for the same

reason that it cannot influence the resonance position, as

was mentioned before. Therefore the lineshape is always deter-

mined by the interaction of the electrons with the imperfec-

tions, be it impurities, interface roughness or others. The

effect of electron-electron interaction on the lineshape is

however present indirectly through the influence it has on

the way the electronic system interacts with impurities (Scree-

ning for instance). The second important point is that the

value of the magnetic field determines on one hand the cyclo-

tron radius and on the other hand the filling factor of a Landau

level. Both these aspects affect the cyclotron resonance line-

shape as a function of the magnetic field in a different man-

ner. Lastly, it should be borne in mind that the experimentally

observed lineshape is not exclusively determined by the scatte-

ring time, which is related to the two previous points, but

also by simple non-parabolicity. [4]. This can easily be seen

from fig. 3 and 4, which shows that the resonance position

varies with Landau level occupancy, and if the separate peaks

are experimentally not well resolved this can easily give rise

to an apparently oscillatory linewidth.

For scatterers with a range a which is much less than

the magnetic length 1 Ando [7] has shown that the Landau level

width is given by:

=1/2 1-- / (10)
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which can therefore directly be related to the zero field

mobility and increases proportional to B. This behaviour is

quite generally observed in relatively speaking low mobility

samples (short range scatterers) like for instance Si-MOS

[8,91. The broadening in this case may be seen as lifetime

broadening because the condition a/l<< 1 implies that each

carrier within one cyclotron orbit (length 271) may encounter

an impurity. (fig. 5b). It is important to note that since the

linewidth is related to the zero field dc mobility in this re-

gion, also its temperature dependence follows that of the mobi-

lity [9].

As the magnetic field is increased, I decreases and Ando

[71 has shown that as la the level width depends on the Landau

level quantum number N. In a swept magnetic field experiment,

for a fixed number of carriers, N changes as the Fermi energy

jumps. Therefore different Landau levels with a different width

are involved in cyclotron resonance and this affects the cyclo-

tron resonance lineshape. If this effect occurs within the width

of the line an oscillatory structure, which ressembles Shubni-

kov de Haas oscillations is observed superimposed on the absor-

ption line. This effect too has been observed in several 2D

EF a)

V'VWAA1/V\/AFig. 5
A-E F  b) Schematic representation

pof broadened Landau levels.
a) No broadening,(ideal case)

b) Short range scattering
1>)a. (Lifetime broadening)
c) Very long rang scatterers.

[.EF  c) l<<a.d) Medium range scatterers

EF  d)

CYCLOTRON ORBIT CENTER
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systems with a moderate mobility, at least compared to the best

modulation doped heterostructures. [8,9.10]

As the size of the cyclotron orbit becomes even smaller

with respect to the range of the impurities (higher sample qua-

lity or higher fields) the lifetime broadening becomes less

relevant and rather an inhomogeneous broadening is important.

To understand this we add to the effective hamiltonian for the

in-plane motion (eq. 3) some fictitious one dimensional impuri-

ty potential V(x). As before, x'=x+hk eB is the position ofY
the cyclotron orbit center with respect to the potential. If

V(x):O all orbit centers have the same energy (the Landau level

degeneracy) and transitions from N to N+l for the same k are
y

exactly at hw . [ 5a]. If V(x) is weak and varying slowly onc
the scale of the cyclotron orbit, it can be treated as a pertur-

bation and the eigenenergies of (3) are the normal Landau levels

added to the potential; EN=(N+4)hw +<V(x) % The effect of the

perturbing potential is that the Landau degeneracy is lifted.

In this case dc carrier transport is affected because this takes

place at the same energy within the same Landau level which

now has developed a dispersion (see fig. 5c). Transitions be-

tween Landau levels as before have the same energy difference

and the cyclotron resonance line would still be very sharp. If

the potential is stronger and varying rapidly on the scale of

the cyclotron orbit its effect will be to couple different

Landau levels and in general these will not be equidistant any-

more which will affect the lineshape for transitions. (fig.5d).

In this latter case the width will depend of course on the

strength and the range of the perturbing pntential (the nature

and the position of the impurities)t17], furthermore these in

turn will depend also on the way the electrons screen the impu-

rity. Screening of an impurity means that electrons have to

rearrange themselves in real space as to make that at a certain

distance from the impurity its potential becomes negligible.

However in a magnetic field this means that empty orbit centers

(tik /eB) have to be available. The number of orbit centers perY

unit area is just the Landau level degeneracy. Therefore if

a Landau level is full (integer filling factor) it cannot screen

the impurities, and a broad resonance line is expected. Scree-

ning will be most effective for half full Landau levels where

the linewidth is the narrowest. This behaviour has indeed been

observed. [12]. It is important to note that the linewidth
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here is not related to the dc mobility anymore. This is demon-

strated in particular by the very different temperature depen-

dence of the two. For instance it has indeed been observed that

at a field where the linewidth is maximal (integer filling fac-

tor) the linewidth becomes narrower with increasing temperature

[12]. This is because screening becomes more effective as through

thermal excitation higher Landau levels become populated and

no completely full Landau levels exist anymore. At the same

time, the dc mobility always decreases with increasing tempe-

rature, which would correspond to a broadening of the line,

contrary to the observations.

III. Interband magneto-optics in quantum wells

III. a Excitonic effects

In an interband optical experiment the valence to conduc-

tion band absorption is measured as a function of energy and

magnetic field. For simple parabolic bands with conduction band

mass m and valence band mass m the transitions take place be-e n
tween valence and conduction band Landau levels with the same

index N and the energy difference between the two levels with

index N is given by:

AEN (N+I) -e + E (11a)

where 1 is the reduced mass given by:

I 1 1) (llb)

e h

However in an absorption experiment an electron is removed

from the full valence band, leaving a hole behind, and put in-

to an empty conduction band. This negatively charged electron

and positively charged hole are bound together to form an exci-

ton. For simple free carrier like bands the exciton is like

a hydrogen atom which has a binding energy (the Rydberg energy)

and a Bohr radius aB which in a material with dielectric cons-

tant C are given by:

Ry Pe h2C (12)hc)2 B P e 2
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The experimentally observed absorption is therefore not that

between free electron and hole states but rather between exci-

tonic states. For GaAs the Rydberg energy of the exciton is

-4. meV and the Bohr radius _140A. This Bohr radius is of the

same order of magnitude as typical quantum wells, and there-

I

75-
4

50

E/Ry s

25

0 1 S.

0 2 4 6
hw,/2 Ry

Fig.6

Magnetic field dependence of the s states of a hydrogenic two
dimensional exciton (dashed), and free interband electron hole
Landau levels. The energies are normalized to the three dimensio-
nal Rydberg energy.

fore the exciton binding energies are dependent on the well

thickness. For very thin wells an almost 2D like and for thick

wells a 3D like behaviour can be expected. The binding energies

of the s-states (which are the ones that are observed optically

in an interband experiment) in the two extreme cases (3D and

2D) at zero magnetic field are given by:
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RY RY
r (r+)2 (3D) and Er - 2 (2D) (13)

r (r~l 2 r (2r.')2

r = 0,1,2...

It can be seen that at zero field the purely 2D exciton

has a four times higher binding energy than the 3D exciton,

and that the higher excited states of the 2D exciton approach

the continuum more quickly than in the 3D case. In real quantum

wells the exciton is neither purely 2D nor 3D but has a binding

energy somewhere between these extremal values depending on

the thickness of the well compared to the exciton Bohr radius.

The thickness dependence of the exciton binding energy has been

extensively studied both experimentally and theoretically at

zero magnetic field [13-16 1. In order to explain the behaviour

in a field the purely two dimensional exciton will be used

as an example. In this case the Schrodinger equation for the

2D exciton in a magnetic field is given by:22O

[ 2 1 2 r (p) E(p) (14)

ap P ap P4 W

where p is the relative coordinates for the movement of the

electron hole with respect to each other in units of the Bohr

radius, y is hwc / 2Ry, and Er the eigenvalues given by(1 3 ) at B=o.

Contrary to the three dimensional case where the problem can

only be treated approximately under certain conditions the 2D

case can be solved exactly, numerically. In fig. 6 the energy

levels are shown and compared with the free reduced mass elec-

tron and hole Landau levels. It can be seen that at low fields

(y<l) the exciton character dominates while at higher fields

(y>>l) every hydrogenic level with quantum number r approaches

the free Landau level with quantum numer N. Furthermore, the

higher the quantum number the lower the field needed to recover

the free carrier like behaviour. To be more concrete, for the

case of GaAsy=l corresponds roughly to a field of 51.

It is clear from fig. 6 that in principle the exciton bin-

ding energy can be obtained from interband magnetooptical expe-

riments by careful analysis of the different behaviour as a

function of magnetic field of the different transitions. In

particular it is interesting to study samples with different

well thicknesses compared to the Bohr radius. There are two

types of experiments that address this question with this tech-
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nique. In one case the field dependence of the ground state

(r=o) is studied (the diamagnetic shift). This field dependence

becomes weaker for thinner wells and with approximate theoretical

descriptions the binding energy can be evaluated from the obser-

vations. The accuracy of this technique depends strongly on

the theoretical model used to analyze the data. The other type

of analysis consists in studying the different extrapolation

to zero field of transitions with high r or N and that of the

EXR EXP

O'O60 172 1.60 1V2

Photon energy (oV)

Fig.7

Measured (EXP) and calculated excitation spectra at 19T of a

8 nm GaAs quantum well and calculated transition intensities
(TH) for two circular polarizations. In order to obtain the

theoretical curves each of the indicated intensity bars has

been dressed with a Lorentzian profile 7meV. wide.
(After ref. 17)

ground state (See fig. 6). This type of study needs in principle

no theoretical description but its accuracy is strongly deter-

mined by the sample quality. Only in very good samples discrete

• transitions can be observed at very low fields and this is of

course crucial for the precision.

i III. b The complex valence band

~In the previous section the aspect of the excitonic nature

of interband transitions in a magnetic field has been discussed.

For the sake of simplicity a simple parabolic hole dispersion
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relations has been used. However in real materials like GaAs

the valence cannot realistically be described by a parabolic

band. In quantum wells this approximation of a parabolic band

is even less realistic than in bulk materials because the com-

1.68-

1.64-

1.60

1.56 -

1.68-

1.60

00

1.56k eI °  o I 0 * -

0 10 20
B (Tesla)

Fig. 8a and b.
Comparison between the calculated (lines) and the experimental
transition energies (dots). Excitonic effects are included in
a semiemperical way. (After ref. 17)

plexities of the valence band structure manifest themselves

more strongly in these systems. This effect is clearly visible

in the complex spectra of magnetooptical interband experiments.

Therefore such experiments are also a good way to study this

complex valence band, because many transitions can be observed
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yielding detailed data. This point is illustrated in fig.7

where two experimental spectra of interband transitions in a

GaAs quantum well, for different circular polarizations are

shown (17]. In addition a plot of transition energy versus mag-

netic field is shown in fig. Ba and 8b. It is evident that the

spectra do not resemble the simple interband Landau level ladder

shown in fig. 6.

A detailed description of the valence band structure and

how to calculate it is given for example in ref. 18. Here recent

results of a theoretical analysis of the complex spectra inclu-

ding the transition strength will be given. This part of this

paper relies heavily on the work of Ancilotto et al. [17 ]. In

the present context, it is sufficient to know that the bulk

valence band structure is described in terms of the four J=3/2

valence bands, which in bulk materials correspond at zero field

to the (spin degenerate) light and a heavy hole bands. At zero

in-plane wavevector or zero magnetic field, these bands are

decoupled and in a quantum well they give rise to heavy and

light hole subbands at different energies as a consequence of

their different masses. Therefore in a perpendicular magnetic

field, there are two sets Landau levels for interband transi-

tions; these are in principle observed as two excitonic tran-

sitions that extrapolate to zero field to two different energies.

However at finite magnetic field these two sets of Landau levels

are coupled and a very complicated Landau level ladder results.

In particular it is not possible anymore to associate a speci-

fic Landau level to a specific light or heavy hole subband,

because all levels are of mixed character. In fact, the hamil-

tonian describing the valence and the conduction band is writ-

ten as a 6x6 matrix acting on a basis of the six bands invol-

ved; namely the conduction band (spin up and spin down) and

the four J=3/2 valence bands. This six component wavefunction

in a magnetic field parallel to the growth direction can be

written as:

FN = E 6 u c.(z) j, N -2,-1,0 ... (15a)
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with:

U I= IST>

u2= 1312, 312>=l 1 (X+iY) >

u: 2 3/2,-1/2>=1- 72 (X-iY)t-4 Z >
u 15 b

u4 = fs+> (15b)

us: 3/2, l/2>= -V4 Zt + 1 (X+iY) >

u6 : 3/2, - 3/2>=l - (X-iY)+>

and ItN is the j-th component of the vector:

N = (PN' 'PN-l' 'PN+l' 'N+I' TNO 'N+2 )

(. being the basis set of the periodic part of the wavefunction,

TN harmonic oscillator wavefunctions, and c. (z) are the enve-

lope functions that are determined by the boundary conditions

requiring the continuity of the total wavefunction and the cur-

rent operator at the interface. These coefficients depend on

the magnetic field and describe the degree of mixing between

the bands of different character. The intensity of an inter-

band transition is proportional to the squared dipole matrix

element MNN, :

IMNN, P IPi . I > c (z)cj(z)fd pgN N, 1 (16)

By inspection it can be seen that the selection rule for inter-

band transitions with circular polarized light is AN=+l and

that the momentum matrix elementcui p.clu.> involving the

IJ=3/2,Mj=1/2> heavy hole states is a/3 times stronger than the

one involving the light holes. Finally the strength of an ob-

served transition is determined by the envelope functions of

the initial and final states, the intensity of which can only

be obtained after calculation. Therefore it is crucial that

not only the transition energies but also their intensities

are calculated as a function of the magnetic field in order

to allow a comparison with the experiments.

Fig. 9 shows an example of the calculated Landau levels

in the six band model to illustrate the mixing between the

different subbands and the resulting complex field dependence

of the holes and the simpler conduction band Landau levels.
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Fig.9

Calculated hole (bottom)

and electron (top) Landau

)0 -levels for a 12.5 nm GaAs
quantum well. Indicated

SL.are allowed transitions
I for the two circular pola-
-----Irizations.o0

- 0.025 k
0 10 20

B(T)

The ANz+1 allowed transitions for the different polarizations

are also indicated. A comparison with the observed transitions

which takes into account also the transition strenigth is shown

in fig. 8a and b. In this comparison the effect of the exciton

is included in a semiemperical way. In fig. 7 the calculated

spectrum for two different polarizations is shown. To allow

comparison with the experimental spectra the theoretical in-

tensities are dressed with a Lorentzian broadening. This figure

makes clear that a remarkable accurate descriptibn of the ex-

perimental results can be obtained, and is a clear demonstration

of the usefulness of interband magneto-optical absorption in

the analysis of the complex valence band in quantum wells and

of the power of the envelope wavefunction theoretical calcula-

tion. It is important to note that it was essential to calcu-

late the transition matrix elements as done by Ancilotto et

al. [17] because many features of the spectra could not be

explained without such a calculation. The AN=+l selection rule

does not distinguish between the parity of the different states

and allows many more transitions that are actually very weak

if the full calculation is performed. Furthermore as heavy

and light hole like I andau levels cross (Fig. 9) the heavy
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hole like Landau level which gives the strongest intensity

acquires a light hole like slope, although it still remains

the strongest peak. This effect leads to a change of slope

in the field dependence of the strongest transitions which

could not be guessed from the calculated level structure alone,

and which has lead to an overestimation of the exciton binding

energy from the analysis of magnetooptical data [19].

It is worthwhile mentioning however that it is not yet

possible to describe the results of magnetooptical experiments

theoretically completely, because there is no theory which

takes into account simultaneously the effect of the magnetic

field, and that of the Coulomb interaction of electron and

holes, with the real bandstructure.

IV. Magnetic quantization in superlattices in a magnetic field

parallel to the layers

A superlattice is a layered periodic structure of alterna-

ting materials. For very thick or very high barriers, there is no

coupling between successil'e wells and the system is just a set of

isolated quantum wells, with properties of two dimensional sys-

tems as discussed in 11 and [f. For thin barriers, the coup-

ling between the wells leads to a dispersion relation of a fi-

nite width in the superlattice direction (minibands) separated

by gaps (minigaps), as opposed to quantum wells which have flat

subbands. To behave as a real superlattice the penetration depth

of the wavefunction in the barriers must be much less than the

periodicity. This length is characterized by( 2 m*Vb /h2)i/2 with m*

effective mass and Vb the barrier height. For GaAs/GaAlAs super-

lattices it can be found that layer thicknesses <lOnm are needed

to see "real superlattice effects". For the GaAs/GaAlAs conduc-

tion band where the potential is simply rectangular, the band-

structure can be obtained from the solution of the Kronig Penney

model. Fig. 10 shows how the original bandstructure is changed

by the superlattice periodicity, and how the minibands and gaps

are formed.

The central theme of this chapter will be the discussion

of an interesting aspect of this new solid namely the quantiza-

tion of its bandstructure by a magnetic field parallel to the

layers. [n a magnetic field, charged carriers describe circu-
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lar orbits with a cyclotron orbit radius RN due to the Lorentz

force. This cyclotron orbit radius depends on the magnetic field

B and Landau quantum number N as:

R2 (2N+1)1 2  
(17)N

with I as before the magnetic length. At a field of 20T this

length is-5nm which is comparable to the superlattice periodi-

city and in a naive manner several type of orbits can be ima-

gined, as is shown schematically in fig.ll. This is a rather

unique situation because for normal solids with a lattice period

of typically 0.5 nm such conditions could only be attained with

unrealistically high magnetic fields (of the order of 2000 T).

As can be guessed from fig. 12 experiments under these condi-

tions are a way to study transport through the barriers (now

known as "vertical transport") which has become recently an

important research topic.

Taking the magnetic field in the z-direction and the super-

lattice potential to be V(x), (a rectangular, Kronig-Penney

type of potential) the hamiltonian of the system is given by

eq. 3 with V(x) added. This is then the same equation as that

discussed in the context of the cyclotron resonance linewidth.
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Fig. 11
Schematic representation of different classical orbits in a superlattice with
a magnetic field parallel to the layers. Depending on the energy tunnelling
(A),skipping(B),lenslike(C) and doubly reflected orbits can be expected.

In the same way as discussed there, the effect of V(x) is that

the energy becomes dependent on tk /eB,the cyclotron orbitY

center coordinate. Here V(x) is a strbng potential (the barrier

heigth) and its effect will be a mixing of the Landau levels

leading to a complicated level structure as a function of the

center coordinate. However since V(x) is periodic, the solutions

will also be periodic in k y/eB. To clarify this somewhat ab-

stract discussion Fig. 12 shuws the solutions of eq.3 in the

presence of a single potential step of height Vb . The results

can be understood in the following way: far away from the step,

the potential is constant and normal equidistant degenerate

Landau levels are obtained at energy EN on the left side and

EN+ Ub> on the right side (similar to fig. 5c). In the neigh-

bourhood of the interface the Landau levels develop a disper-

sion and are not equidistant anymore (similar to fig. 5d). It

is instructive to see that it is indeed at the length scale

of the cyclotron radius that deviations from the unperturbed

behaviour occur. The Larmor radius of a normal cyclotron orbit

with Landau level quantum number N being given by eq. 17, it

can be seen from the figure that indeed each Landau level N

develops a dispersion at a position -/(2N+).l from the barrier.

This observation corresponds to the intuitive classical image,

namely, that the energy levels will change "when the cyclotron
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Fig. 12
The magnetic energy levels at a potential step in a field of 29 T,and quasi-
classical motion of an electron (left) . Note1y)at Landau level N develops at
dispersion when its orbit center is at (2N+l) 1 from the barrier.

orbit touches the barrier". One can carry this picture even

further as is shown in the left part of the figure. As long

as the cyclotron orbit radius is less than the distance between

the center coordinate and the barrier, normal circular orbits

can be expected while near the barrier carriers are reflected.

In the particular case that the center coordinate coincides

with the barrier, in one cyclotron period w., the electron is

reflected twice to the barrier, and the spacing between Landau

levels is 2Aw . The magnetic levels which "feel" the barrier,c

are known in the literature as magnetic surface states and have

been both experimentally and theoretically studied. One final

aspect of fig. 12 should be mentioned which has no simple clas-

sical analogue, namely that the Landau levels "at the top of

the barriers" to the right, tend to intersect the continuation

of the surface states which come from the left. Where these

levels come close in energy they interact, leading to small

gaps between the two sets cf Landau levels. I.e. the system

behaves as if two types of Landau levels were superimposed which

interact with each other at their intersections.

The superlattice Landau levels are now calculated as des-

cribed before for several barrier thickness and the results

are shown in fig. 13. Going from the single interface to the

single well (fig. 13 top left and right) one observes that the
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Fig. 13

The magnetic energy levels at a field of 20T for various potentials as indicated
in the figure. Note the development to flat Landau levels as the barriers become
thinner.
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size quantization shifts the lowest energy level upwards and

that the orbit center dispersion relation becomes parabolic-like.

The origin of this parabolic dispersion relation can be most

easily understood when the confinement energy (the shift of

the subband edge) is much larger than the cyclotron energy.

In this case the magnetic field can be treated as a perturba-

tion. Following Ando [20) and Beinvogl et al. [21] the eigen-

values of eq. 3 with V(x) the potential of a single well can

be obtained in first order perturbation and are given by:

E=E + B2 ( <x2 > - > 2 + (k eB <>2 (18)
n 2m* n n 2m* y n

2 2

where <x > and x > are the expectation values of x and x for

the unperturbed wavefunctions of subband n. For a symmetric

well these wavefunctions are symmetric or antisymmetric, there-

fore o<> is always zero. The first term in eq. 18 is just the

confinement energy of the subband n at zero field, the second

term is a rigid shift (which in analogy to the field dependence

of the exciton ground state is called the diamagnetic shift)

which depends on B' and< x2 >, the spread of the wavefunction.

ihe third term reduces to t 2 k 2 /2m* i.e. to the ky dispersion

relation at zero field, giving finally:

2B2 tk 2 2B2
E=E + <z 2 > + _Y e (19)

2m* eB 2m*

which explains the parabolic dependence of the energy on the

center coordinate bk y/eB in fig. 13, the curvature of the para-

bola being field-dependent.

The evolution from single well to superlattice can now

be followed in fig. 13. As long as the barriers are thick and

the wells do not interact with each other every well has its

own set of magnetic levels and levels from different wells are

just superimposed. As soon as they start to interact, which

without magnetic field shows up as the development of a subband

in k with finite width, the parabolas from different wellsx

show an antirrossing at their intersections. This process how-

ever occurs more strongly at energies within the zero field

subband width and is much weaker in the superlattice minigaps.

For strongly interacting wells, this anticrossing is so impor-

tant that the Landau levels become flat (dispersionless) within

the miniband width. As can be seen from eq. 19 the parabolas
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are flatter at lower and steeper at higher magnetic fields.

Therefore at lower fields more parabolas from more distant wells

interact within the subband width increasing the number of flat

Landau levels. With increasing magnetic field parabolas interact

at a higher energy, until, at sufficiently high magnetic fields,

this energy is outside the width of the miniband. Therefore

the energy level separation increases with field and those levels

which move out of the subband width become dispersive. The cal-

culation shows that the flat Landau levels in fact behave almost

like normal Landau levels in a parabolic band, i.e. as (N+i/2)iwc9

while levels that for a given N and a given field approach

the miniband edge develop a weaker field dependence and become

dispersive [22].

Finally, it is interesting to note that this series of

pictures can be summarized in the following way: Without po-

tential variation degenerate flat Landau levels are found; when

the potential varies on the scale of the CR orbit size the

levels become very dispersive and finally, when the potential

varies very rapidly and periodically, once again flat Landau

levels are found. Somewhat intuitively one can say that, since

in the absence of a potential variation Landau levels are flat

due to translation symmetry, in the case of a very rapidly pe-

riodically varying potential in some form translation symmetry

is recovered again.

These effects have indeed experimentally been observed

[23]. For instance, in an interband absorption experiment tran-

sitions between flat Landau levels (at energies within the mini-

band width) can be observed as sharp peaks, whereas in the mini-

gaps Landau levels are broadened and eventually are not obser-

ved anymore. For illustration fig. 14 shows spectra of inter-

band absorption with a magnetic field perpendicular and parallel

to the layers at 19 T; in the upper half of a superlattice and

of a single quantum well, in the lower half. The main difference

between these results is that in the case of the superlattice

in both field configurations a clear, more or less regular,

Landau level structure can be observed while for the quantum

well this is only the case for the perpendicular field. A notable

feature of the B,, spectra is that above a certain energy (-1.PeV

in the present case) no transitions are ohserved anymore: as

the field is increased transitions shift to hiqher enerqy and
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the transitions close to this cut-off energy broaden and final-

ly disappear. This cut-off energy is illustrated more clearly

in Fig. 15 where the high energy part of the superlattice spectra

in B,, is shown in more detail. Experimentally an almost linear

field dependence of the energy of the peaks has been found up

to energies close to the cut-off energy.

B/
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z B
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z x
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z

:D _

1.60 1.65 1.70 1.75 1.80

ENERGY [eV]

Fig. 14
Excitation spectra of a superlattice (top) and a quantum well (bottom) at a fie
of 19T, applied parallel and perpendicular to the layers.

The general behaviour can easily be understood qua)itati)e-

ly from the description of the Landau levels LrLven before. In

the perpendicular configuration for both the su,)erlattice and

the quantum well electrons orbit in the plane of the layers

and the bands are splitted by a field like in a bulk material,
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as indeed is observed. In a parallel field for the quantum well

the orbit radius is larger than the well width, and therefore

no Landau levels can be observed. In fact no sharp Landau level

is formed but a band which experiences a small diamagnetic shift

(fig. 13) as discussed before. In the superlattice flat Landau

levels with a linear field dependence exist in the minihand

and are indeed observed. At the miniband edge these levels are

broadened which renders them unobservable as demonstrated expe-

rimentally in fig. 15. The complications arising from excitonic

effects and from the complex valence band structure should be

taken into account here as well as in a more detailed analysis.

At present, these effects are neglected because the main inter-

est is not in these aspects. The results of interband magneto-

optics are in concordance with the cyclotron resonance measure-

ments reported by Duffield et al. [24]. They observed cyclotron

resonance (transitions between the lowest two Landau levels

in their case) both in the perpendicular and in the parallel

field configuration. This behaviour is indeed expected from

the preceding discussion. As long as Tiw is less than the mini-

band width the Landau ievels are flat and their separation is

t . Therefore cyclotron resonance can be observed as in a
c
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normal bulk semiconductor. For higher magnetic fields this cy-

clotron resonance should be broadened as the upper level appro-

aches the miniband edge. This limit was not reached in the ex-

periments by Duffield et al. In this respect the technique of

interband magnetooptics is more powerful because the full mini-

band can be scanned with the radiation energy.
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BAND-GAP ENGINEERING FOR NEW PHOTONIC AND

ELECTRONIC DEVICES

Federico Capasso

AT&T Bell Laboratories
Murray Hill, New Jersey 07974

INTRODUCTION

In recent years there has been an intense research effort on semiconductor
heterojunctions. This field is an excellent example of how basic science and
technology interact and influence one another.

Early suggestions for using semiconductor heterojunctions to improve
device performance are found in the celebrated transistor patent of Shockley
(1). A few years later, Kroemer (2) proposed the concept of a compositionally
graded semiconductor. By spatially varying the stoichiometry of a
semiconductor, an energy band gap is produrucd that varies with position
(graded band gap). Thus "quasi-electric forces," ,qual to the spatial gradient of
the conduction and valence band edge, respectively, are exerted on the el~ctrons
and holes. This concept is one of the earliest and simplest examples of band-
gap engineering, which is the spatial tailoring of the band gap or, more
generally, the band structure of a semiconductor to achieve new material and
device properties (3).

After the initial demonstrations of the homojunction semiconductor
injection laser in the early 1960's, Kroemer suggested that carrier confinement
in a low-gap region clad by wide-gap heterojunction barriers would make
population inversion and laser action possible at much lower current densities
(4). The demonstration of a continuous wave (CW) heterojunction laser at 300
K (5) was made possible by the growth of high-quality AIGaAs/GaAs
heterojunctions by liquid phase epitaxy and paved the way to high-performance
lasers for lightwave communications.

The next breakthrough was the invention of molecular beam epitaxy
(MBE) at Bell Laboratories by Cho and Arthur (6). This epitaxial growth
technique allows multilayer heterojunction structures to be grown with
atomically abrupt interfaces and precisely controlled compositional and doping
profiles over distances as short as a few tens of angstroms. Such structures
include quantum wells, which are a key building block of band-gap engineering.
These potential energy wells are formed by sandwiching an ultrathin lower gap
layer (of thickness comparable or smaller than the carrier the-mal de Broglie
wavelength, which is z250 X for electrons in GaAs at room temperature)
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between two wide-gap semiconductors (for example, AIGaAs). The spacing and
position of the discrete energy levels in the well depend on the well thickness
and depth (6). The well depth is the energy difference between the bottom of
the conduction bands (or the valence bands in the case of holes) in the two
materials and is also termed band discontinuity. Band discontinuities play a
central role in the design of heterojunction devices such as quantum well lasers
(7). These lasers have important applications in the area of optical recording.

If many quantum wells are grown on top of one another and the barriers
are made so thin (typically <50 A) that tunneling between the coupled wells
becomes important, a superlattice is formed. This concept was first proposed
by Esaki and Tsu at IBM in 1969 (8). It has since attracted a tremendous
interest, which was spurred by the development and the unique capabilities of
MBE and other growth techniques such as metallo-organic chemical vapor
deposition (MOCVD) (9). Superlattices are new materials with novel optical and
transport properties introduced by the artificial periodicity. Other superlattices
with intriguing properties can be obtained by periodically alternating ultrathin
n- and p-type layers [nipi (n-type intrinsic p-type intrinsic) superlattices] (10),
by periodically grading the composition (sawtooth superlattices) (11), or by
alternating undoped layers with doped layers that have a wider band gap
(modulation-doped superlattices) (12). Modulation doping in a single
heterojunction is the key element of a new high electron mobility transistor (13).
Strained layer superlattices have also shown interesting properties and have
potential as components of new devices (14).

The rich variety of available combinations of band gaps, semiconductor
alloys, and lattice constants is the main feature of band-gap engineering (15,16).
A few years ago, I realized that the ability to engineer the band diagram of a
semiconductor structure in an almost arbitrary and continuous way opened the
door to exciting possibilities for optical detectors and other devices. These are
reviewed here.

Solid-State Photomultipliers and Graded Gap Transistors

One device currently in widespread use for light detection is the avalanche
photodiode (APD). In an APD, the photoinjected carriers (electrons or holes or
both) gain energy from the electric field and undergo ionizing collisions
(impact-ionization) with the atoms of the lattice. These collisions create more
carriers across the forbidden band gap, which in turn impact-ionize other atoms
and so on. The minimum energy required to create an electron-hole pair by an
ionizing collision is called the ionization threshold energy. This energy is greater
than the band gap for reasons of energy and momentum conservation.

Low-noise operation is important if an APD is to detect the low power
levels of signals that emerge from long distances in optical fibers. Avalanche
multiplication, however, generates extra noise, which adds to the shot noise of
the incident photons. This so-called excess noise arises from the fluctuations of
the avalanche gain. Avalanche multiplication occurs in two directions, since
holes and electrons travel in opposite directions. If both electrons and holes
undergo ionizing collisions at nearly the same rate, the avalanche is equally
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strong in both directions. Any slight fluctuation (a variation in the number of
carriers created) in the electron-multiplication process is immediately fed back
and amplified because of bole-initiated impact-ionization. This feedback
strongly reinforces the original fluctuation so that the excess noise is very large.
If only one type of carrier can ionize, however, the avalanche proceeds in only
one direction. As a result, the avalanche-feedback process does not occur and
excess noise is reduced.

To limit the excess noise caused by the avalanche, holes and electrons
must ionize at vastly different rates. Ideally, one of the ionization rates should
be zero, but no materials have that desirable characteristic. In silicon the ratio
of these ionization rates (one rate for electrons, a, the other for holes, f0) is
greater than 20 to 1, so there is little avalanche noise. But silicon is not
sensitive at wavelengths that fall in the low-loss, low-dispersion, long-
wavelength region of optical fibers (1.3 to 1.6 pm). For thisspectral region, no
material currently can match the noise performance of silicon at shorter
wavelengths; virtually all III-V materials (made from a group III and a group V
element, for example, GaAs) have comparable ionization rates for electrons and
holes.

Using band-gap engineering, one can artificially tailor the ratio of the
ionization coefficients and therefore reduce excess noise. Figure 1 illustrates
three structures designed to achieve this goal (17). The superlattice APD (Fig.
la) alternates layers of high- and low-gap materials and restricts ionizing
collisions to the low-gap regions. Carriers accelerate and gain energy but do not
ionize in wide-gap regions. On entering the next well a free electron gains
enough energy from the conduction-band discontinuity AE, to ionize. However,
the valence-band discontinuity AE, is not large enough to supply a similar
energy boost to free holes. Thus electrons enter the well with a higher kinetic
energy than holes, so that electrons ionize more efficiently than holes if
AE, > AEV° This concept, proposed at the University of Illinois (18), was
demonstrated by Capasso and coworkerso(19). They obtained a/,6 of 7 to 8 in

an Al 0 45 Ga 0 55 As (500 A)/GaAs (500 A) multiquantum well APD with 50
periods, which represents an improvement of a factor of 3 to 4 over a/0l in
GaAs (=2) (19).

A staircase APD (17), on the other hand, uses a superlattice of layers that
are graded from low gap to high gap (Fig. 1b). Here, the band gap widens
gradually in each layer but narrows abruptly at the layer interface. As in the
earlier case, the band-gap difference is most visible in the conduction band,
where the discontinuities form steps. As a reverse bias is applied, the sawtooth
band diagram becomes a staircase. A free electron drifts toward the right in the
graded layer but cannot ionize there, because the field is too low. However, the
discontinuity furnishes all the energy an electron needs to ionize, so ionizing
collisions occur only at the steps. Because the valence-band steps are of the
wrong sign to enhance ionization and the electric field is too small to furnish the
energy needed, holes do not ionize in this structure. The staircase APD is the
solid-state analog of a photomultiplier, a type of vacuum tube detector with
high internal amplification and negligible avalanche noise. As in a
photomultiplier, the negligible avalanche noise of the staircase APD arises not
only from the lack of feedback by ionizing holes but also from electrons ionizing
at well-defined locations (the conduction band steps, which are equivalent to
the photomultiplier dynodes) (17). This minimizes the intrinsic randomness of
an avalanche. Such a structure can also operate at very low voltages (=6 V for
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a five-stage device with a gain of =32 and a conduction band discontinuity of
-1 eV), a feature not present in conventional avalanche photodiodes. This

structure has not been fabricated and represents a challenge for the MBE
crystal grower; promising materials are HgCdTe/CdTe and certain III-V alloys.

Another device, the channeling APD (Fig. 1c), consists of alternated p-
and n-layers of different band gap, with lateral p- and n-contacts (20). The
energy band diagram of this device is three dimensional. Here, the band
boundaries resemble two gutters separated by a space, which is the band gap.
Channels (formed by the pn junction) run parallel to the layers. A periodic,
transverse electric field (perpendicular to the layers) results from the alternated
npnp layers, while an external field is applied parallel to the layers. The
transverse field collects electrons in the low-gap n-layers, where they are
channeled by the parallel electric field, so electrons impact-ionize in the low-gap
n-layers. But the transverse field also causes holes created by electrons ionizing
in the n-layers to transfer into the wide-gap p-layers before ionizing. Once they
are there, holes cannot impact-ionize, because the band gap is too high to
permit multiplication. The a/6 ratio of this device is therefore very high and
the avalanche noise very small. Channeling devices have novel applications in
high-energy physics as solid-state drift chambers (21). Channeling devices are
based on a new carrier depletion scheme which allows one to achieve total
carrier depletion of a large volume of semiconductor material, regardless of the
doping level as recently demonstrated (20), (21). Ultra-low capacitance
detectors with large sensitive areas can be implemented in this way, (20), (21).

Another avalanche multiplication mechanism in superlattices suitable for a
solid-state photomultiplier has been proposed (22,23) and demonstrated (23)
(Fig. 2). Hot carriers in the barrier layers collide with carriers confined or
dynamically stored in the wells and impact-ionize them out across the band-
edge discontinuity. In this ionization process only one type of carrier is created,
so that positive feedback of impact-ionizing holes is eliminated. Thus a quiet
avalanche with small excess noise as in a photomultiplier is possible. This effect
has some conceptual similarities with the impact-ionization of deep levels, in
that the quantum well may be treated as an artificial trap.

One application of band-gap engineering to devices other than detectors
may be in the development of a faster transistor. Invented at Bell Laboratories
in the late 1940's, the bipolar transistor consists of three layers: an emitter, a
base, and a collector. A current injected in the base layer controls the flow of
electrons from the emitter to the collector layer. In conventional bipolar
transistors, the base has a uniform band gap but no electric field. Therefore,
electrons traversing the base travel relatively slowly by diffusion.

One way to speed-up electrons is to use a graded-gap material for the
base. The gradual change in composition causes the conduction band in the
base layer to "tilt" as if an electric field was present (Fig. 3). Electrons drift
through the base much faster than in the conventional device. This concept
was pioneered by Kroemer (2). Recently, AT&T Bell Laboratories demonstrated
this concept in a phototransistor (24) and in a three-terminal bipolar transistor
(25) grown by MBE. The graded-gap transistor had an AIGaAs emitter and a
GaAs collector. Its p-type base, about 3000 A thick, changed composition
gradually, from the emitt - at one end to the collector at the other. The
grading gave the base an effective electric field of about 6 kV/cm. In initial
tests, the device operated at frequencies up to 4 GHz with a de current gain
greater than 1000. Direct velocity measurements showed that electrons in the
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Fig. 2. Band diagram of impact-ionization across the band discontinuity of elec-
trons stored in the quantum wells by hot carriers in the barriers. This
phenomenon can also be used to implement a solid-state analog of a
photomultiplier.
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graded base can travel up to ten times as fas as electrons in the base of an
ungraded transistor (3). Scientists expect operating frequencies above 50 GHz
from these graded transistors. A maximum oscillation frequency of 45 GHz has
been recently demonstrated (26).

Tunneling Devices

The formation of quantum resonances in narrow potential wells has
opened the door to interesting transport phenomena and device applications.
Consider an undoped double barrier (for example, AlAs/GaAs/AAs grown by
MBE) sandwiched between two heavily doped contact layers. Figure 4a shows
how tunneling occurs with applied d-c bias. Electrons originate near the Fermi
level to the left of the first barrier and tunnel through the well. Resonant
tunneling occurs when the energy of the injected carriers becomes equal to the
energy of one of the levels in the well. Maxima occur in the overall transmission
through the double barrier and in the current-voltage curves (27). This
negative differential resistance may be useful in ultrahigh-frequency device
applications. Sollner et al. recently reported resonant tunneling double-barrier
oscillators operating at frequencies up to 35 GHz (28). The resonant tunneling
effect is essentially equivalent to the resonant enhancement of the transmission
in an optical Fabry-Perot interferometer, provided that scattering in the double
barrier is negligible (that is, transport must be coherent).

Resonant tunneling transistors have been recently proposed. These have
an npn bipolar transistor structure with a quantum well in the base region
rather than a graded layer (29). Figure 4, b and c, shows the band diagrams of
two types of resonant tunneling bipolar transistors under operating conditions.
The voltage between the base-emitter junction is such that electrons in the
emitter resonantly tunnel through one of the energy levels of the well and are
collected by the reversed-biased base-collector junction. Only when such
resonance conditions are satisfied can electrons injected from the emitter reach
the collector and give rise to transistor action. A plot of the collector current
versus the base-emitter bias voltage displays a series of peaks corresponding to
the quantum levels of the well. Resonant tunneling is accomplished not by
applying an electric field to the double barrier but by varying the energy of the

incident electrons. Thus the symmetry of the double barrier is maintained, and
coherent resonant tunneling should be achieved with near unity transmission at
all resonances, as in a Fabry-Perot resonator. In the first structure (Fig. 4b),
electrons are ballistically launched into the quantum well by the conduction-
band discontinuity at the base-emitter interface. In the second one (Fig. 4c), a
parabolic quantum well is placed in the base. Such wells have been recently
grown by MBE and exhibited the expected equal spacing of the energy levels
(30).

The device in Fig. 4c is the electronic equivalent of a Fabry-Perot
interferometer. By appropriately connecting the resonant tunneling transistor
to a resistive load and a voltage supply, one can produce a device with N stable
states, where Nis the number of resonant peaks (29). In this configuration, the
device serves as an N-state memory element (with N as high as =8), providing
the possibility of extremely high density data storage. Memories of this sort and
other circuits based on multiple negative resistance, such as counters,
multipliers and dividers, partly bit generators, have been of interest for quite
some time. However, since no physical device exhibiting multiple-valued
negative differential resistance previously existed, such circuits were possible
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only with combinations of binary devices. This resulted in complex
configurations with reduced density and speed. Because resonant tunneling
transistors allow multiple-valued differential resistance in a single physical
element, they have tremendous potential. Recently Capasso et al. demonstrated
the first resonant tunneling bipolar transistor (31). These devices operate at
room temperature and exhibit both negative transconductance and negative
conductance in the common emitter configuration. The operating principle and
overall structure of this device are similar to those of the resonant tunneling
transistors previously proposed (Fig. 4b) (29). Nevertheless, the essential
difference is that in the implemented resonant tunneling transistor (31)
electrons are injected thermally into the quantum well, rather than quasi-
ballistically. This makes the operation of the device much less critical, and
allows operation at room temperature.

Tunneling in superlattices is also of considerable physical and practical
interest. As pointed out by Capasso et al. (32), a superlattice can act as an
effective mass filter (Fig. 5). Since the tunneling probability increases
exponentially with decreasing effective mass, electrons are transported through
a superlattice more readily than the heavy holes as long as the valence-band
discontinuity is not negligible compared to the conduction-band discontinuity.

Effective mass filtering is the basis of tunnel-photoconductivity, recently
discovered at Bell Laboratories (32,33). In a classical photoconductor,
photogenerated electrons and the electrons injected from the ohmic contacts
can be viewed as moving through the semiconductor and around the circuit
until they recombine with the slowly moving photogenerated holes. This
produces a current gain whose value is given by the ratio of electron-hole pair
lifetime to the electron transit time (34). In a superlattice, photogenerated
heavy holes tend to remain localized in the wells as a result of the negligible
tunneling probability. Electron states tend to be extended, because of the small
electron effective mass (=1/10 of the heavy hole mass) and the ultrathin
barriers. These extended states form a band referred to as a miniband. Thus,
photoelectrons will be transported by band-type conduction. Since carrier
mobility in the miniband depends exponentially on the superlattice barrier
thickness (an effect caused by tunneling), the electron transit time, the
photoconductive gain, and the gain-bandwidth product can be artificially tuned
over a wide range. This offers a great versatility in device design, which is not
available in standard photoconductors. High-performance infrared
photoconductors that utilize effective mass filtering were recently demonstrated
(32). The MBE-grown devices consisted of 100 periods of AlInAs (35 A )/GaInAs
(35 A) between two contact layers. These devices responded to wavelengths in
the 1.6- to 1.0- pm region and exhibited high current gain (up to 2 X 104) at
low voltage ( !1 V) with response times in the range of 10- 4 second. The low
bias operation reduces device noise to only =3 X 10-14 W/Hz'/ 2 .

In superlattices with relatively thick barriers ( 100 A ) the electron states
also become localized, and one can observe sequential resonant tunneling (Fig.
6) (35). Electrons tunnel from the ground state of a given well into the excited
states of the adjacent well. This is followed by intrawell energy relaxation
(mostly nonradiative) to the ground state. This process is repeated many times
to produce a typical cascade process through the whole superlattice (Fig. 6a).
The observation of this effect (35) has led to many cxciting device possibilities.
One is a solid-state infrared laser which emits radiation in the range from 5 to
250 jm (depending on the well thickness), as originally proposed by Kazarinov
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and Suris (36). The laser transition occurs between the third and second states
of the quantum wells after a population inversion has been achieved between
these levels (Fig. 6b). Another intriguing application is the generation of sub-
Poisson light, that is, radiation with sub-shot noise properties (37).

Another important application of tunneling through superlattices deals
with the creation of a spin-polarized electron source (38,39,40) and is illustrated
in Fig. 6. It can be shown, based on selection rule arguments, that if one
selectively excites with narrow bandwidth circularly polarized light the
transition from the heavy hole subband to the ground state miniband in the
conduction band the photoexcited electrons are theoretically 100% spin
polarized. The total polarization is the result of the splitting of the light and
heavy hole band degeneracy by the superlattice potential. Partial polarization
in the photoluminescence using this scheme has been observed by Miller at al.
(38). Of course the challenge is to maintain the electron polarization during the
transport through the superlattice. Electrons could then be emitted into the
vacuum with high yield by cesiating the p+ GaAs surface layer (40), as shown in
Fig. 7. To achieve that the tunneling time through the superlattice should be
smaller than the spin depolarization time. This means that Al(Ga)As/GaAs
superlattices with ultrathin barriers (= 15 - 30 A) and wells (15 - 30 A) should
be used.

The Ultimate Band-Gap Engineering: Tunable Band Discontinuities

The reader has probably realized the importance of band discontinuities in
the design of band gap-engineered structures and quantum devices. The ability
to artificially control such discontinuities would add a powerful degree of
freedom in the design of materials and devices. Two methods have been
successfully demonstrated independently by groups at Bell Laboratories (41)
and the University of Wisconsin (42). The Bell Laboratories approach (Fig. 8)
consists of the incorporation by MBE of ultrathin ( 50 A) ionized donor and
acceptor sheets within a few tens of angstroms from the heterojunction interface
(planar doping). The electrostatic potential of this "doping interface dipole" is
added to or subtracted from the dipole potential of the discontinuity. Since the
separation between the charge sheets is on the order of or smaller than the
carrier de Broglie wavelength, electrons crossing the interface "see" a new band
discontinuity AE, +eA0, where AOi is the potential of the double layer. Using
this technique, Capasso et al. demonstrated an artificial reduction of the
conduction band discontinuity of the order of 0.1 eV in an Al0 2 sGao7 sAs/GaAs
heterojunction (41). This lowering of the barrier produced an enhancement (by
one order of magnitude) of the collection efficiency of photocarriers across the
heterojunction as compared to identical heterojunctions without doping
interface dipoles (41). On the other hand, Margaritondo and co-workers used
ultrathin interlayers grown in the vicinity of the heterojunction (42). These
interlayers also alter the band discontinuities. These techniques of modifying
band offsets offer tremendous potential for heterojunction devices. The
performance of many of these devices depends exponentially on band
discontinuities. Thus artificial variations of these quantities by 1 or 2 kT
(thermal energy, where k is Boltzmann's constant and T is temperature) can
significantly alter that perfdrmance.
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Fig. 6. (a) Sequential resonant tunneling through a superlattice. Intrawell tran-
sitions occur primarily by nonradiative relaxation. (b) Sequential resonant
tunneling laser.
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Fig. 7. Schematics of band-diagram for spin-polarized electron source. Circularly
polarized monochromatic photons of energy hv=Eh create spin polariz-
ed electrons in the conduction band. These then tunnel through the
superlattice and are emitted into the vacuum after crossing the negative
electron affinity surface.
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The key in this approach to designing microstructures and devices is the
ability to model the energy band diagrams of semiconductor structures. With
these models, scientists can visualize the behavior of electrons and holes in a
device. Variable gap materials, superlattice, band discontinuities, and doping
variations can be used alone or in combination to modify the energy bands
almost arbitrarily and to tailor these bands for a specific application.
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ABSTRACT

The generation of hot electrons and their relaxation over short distances

has been investigated in multilayer semiconductor structures. Scattering

due to electron-electron interactions has been identified as the principal

reason why hot-electron transistors have so far failed to give adequate

current gain. Novel structures have been designed to circumvent this

interaction in different ways, leading to the observation of ballistic

transport and viable hot-electron transistors.

INTRODUCTION

The quest for a hot-electron transistor is twenty-five years old 1 .

The generic structure is of three low resistance regions, emitter, base,

and collector separated by two barriers, the emitter-base barrier taking

the signal and the base-collector barrier the load (see Figure 1). If one

imagines the signal driving a current I, of which a fraction a of the

electrons cross the base and are collected by the barrier, the current

gain of this device is p = a/(1-a). If electrons were to cross

ballistically then p would become very large. Furthermore, if the base is

very thin, the transit time -'0.1 psec for 100 nm thickness -is short and

a high speed device is also promised. (In fact it is now appreciated that

the charging time of the emitter-base barrier is a major limitation on

speed). Until recently only a-0.3 was achieved, and it is the progress
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over the last two years on hot-electron spectroscopy, made possible with

specially designed structures, that is giving the hot-electron transistor

a new lease of life. With a careful understanding of why previous

generations of hot-electron transistor failed, it has been possible to

achieve a.%0.9 in new test structures grown by molecular beam epitaxy or

metal-organic chemical vapour deposition. For the first time, a viable

hot-electron transistor looks possible.

The recent spectroscopy work has been carried out in four

laboratories, at AT&T Bell 2.3, IBM4 ,5 , Fujitsu6 ,7 and GEC8 ,9 . In figure 1

Emitter Base Ctlec tor -4F

+bc

E B C

Fig. 1 The hot electron transistor (left) and conduction band profiles
(right) of various hot-electron spectrometer structures, with the

full (dashed) lines indicating composition (space charge) barriers.

we show the types of structure being considered. With the one exception

described below in section 3, the base is a thin, n-doped layer (<100 nm,

1018cm-3 ) of GaAs. The barriers are of two forms -either compositional

with AlxGaIxAs, or doping, with the planar doped barrier (a thin p-doped

region, surrounded by undoped GaAs, the former being depleted). The

compositional barriers can be used either as graded layers as launching

pads (at GEC), or as tunnelling injectors (at IBM and Fujitsu, the latter

using resonant tunnelling). The AT&T work has concentrated on the

planar-doped barrier (also part of the GEC spectrometer), which has the

advantage of greater flexibility in designing the I-V characteristics:

the height of the barrier comes from the total p-doping, and the lever arm

from the position of the doping layer with respect to the base and

collector. It is less capable of injecting or analysing a very narrow

energy spread of carriers, because of the local potential fluctuations on

the 10 nm scale that characterises the typical doping level. Indeed these

fluctuations result, not in a knife edge discrimination of electron

energies either in injection or in analysis but rather in a serated edge.

Similarly the tunnelling injector admits a distribution equal in width to
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the Fermi energy in the emitter (i.e -10's of meV), with a modest

differential decrease in transmission of the lower energy electrons. The

energy cutoff in the graded structure is likely to be sharper than that of

the planar doped structure in that it is the Al distribution on the group

III sublattice that determines the potential fluctuations. Even that

allows tunnelling through the last 10 nm or so, an effect which could be

reduced by clipping the top off the barrier. Practical advantages in

terms of transistor performance of the graded AlGaAs emitter over that of

the tunnel emitter are the inherently lower capacitance and higher current

density.

In this chapter the research on and lessons from hot-electron

spectroscopy are summarised in section 2, and the implications for

transistor design are described in section 3.

2. HOT ELECTRON SPECTROSCOPY

To explain the low base transfer efficiency a, strong scattering of

the hot electrons is taking place even with 100 nm. Furthermore, because

optical experiments can be used to infer a mean-free-path due to optical

phonon scattering in excess of 100 nm for undoped GaAs, the doping in the

base is playing a role 10 . This doping level must be kept high for a low

base resistance and a high speed device. If the base is reduced in

thickness to increase the chance of ballistic transport, doping has to be

increased to compensate. In the first spectroscopy work, the collector

barrier was made larger under zero bias than the emitter barrier. During

operation, the emitter barrier is forward biassed to inject electrons, and

the collector barrier is reversed biassed and its height lowered through

the leverage effect. As this reverse bias is increased, the increasing

collector current can be analysed directly to spectrum analyse those

electrons that have crossed the base. (The effective barrier height is

linear with the base-collector bias) 3.9 . The results with base widths of

170, 120, 85 and 65 nm could all be accounted for with a mean-free path

for inelastic scattering of order 40 nm.

The GEC results (of Figure 2) corroborate this estimate, and detailed

simulations of both sets of data revealed further interesting physics.

The Monte Carlo simulation of hot carriers traversing the base could

produce a hot-electron spectrum in quantitative agreement with experiment

only by invoking two types of scattering mechanism of equal importance.

The first is the scattering from coupled optic phonon-plasmon
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Fig. 2

Hot electron spectrum as a

function of applied
magnetic field (injection
energy of 310 meV, base
width 100 nm, doping
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3f suppression of ballistic
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modes9,11,12 . At carrier densities of ~10 18cm-3 , the plasma frequency is

of order 30-60meV, comparable with the polar optic phonon energy, and so

these collective modes couple. The second mechanism 9 is the single

electron interaction which excites electrons from the Fermi sea in the

base to a sufficient energy to cross the collector barrier when this

latter is low. The Monte Carlo simulations show that this contribution

accounts for most of the low energy peak (see Figure 3). The increase in

scattering due to electron-electron interactions (both collective and

single particle) explains the -40 nm mean free path inferred from the

decay of the ballistic peak in the hot electron spectrum.

The fact that we are observing ballistic electrons can be confirmed

by applying a magnetic field at right angles to the hot electron

current 13 . After crossing the emitter barrier, the excess forward kinetic

energy collimates the electron current strongly in the forward direction.

The Lorentz force will bend the electron trajectory, resulting in both an

increased path length within the base, and in converting some forward

momentum into the transverse direction so that these electrons may now no

longer surmount the collector barrier. One observes the reduction of the

ballistic peak amplitude, and the shift in position of the peak with

increasing magentic field. We have recently completed a Monte Carlo

simulation of the effect of the magnetic field 14 . Not only is the general

picture confirmed, but the simulations can be used to deduce information

regarding the angular and energy distribution of the injected electrons

from an analysis of the precise form of the suppression and shift of the

ballistic peak.

Several other aspects of injected hot electrons have been

investigated. Under pressure the satellite valleys of GaAs are reduced in

relative energy, and the IBM group have observed 15 the expected drop in

ballistic contribution once intervalley transfer is added as a new

scattering mechanism. In very thin base regions (4 30 nm) they have also

seen a further set of oscillations in the collector current which are

interpreted in terms of a form of enhanced transmission/reflection due to

quantum size effects in the base 16 . At AT&T, the spectroscopy

technique has been applied to the heterojunction bipolar transistor, and

strong interactions with a p-doped base and a rapid thermalisation is

observed17 .

The Fujitsu group have used a resonant tunnel structure for the
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injector. Since one can obtain i negative differential conductance at the

emitter-base barrier, a richer variety of transistor characteristics

fellows, culminating in the demonstration of a one-transistor flip-flop

circuit l8 . In principle this form of injector could produce a

quasi-monochromatic current of electrons, and the sharpness of features in

the collector current suggests a narrow energy range.

So far the quasi-ballistic peak is relatively wide in energy. As

already suggested, the barriers are not perfectly sharp and introduce an

energy spread. The one-scattering energy loss event is typified by an

energy of ~50 meV, but the interaction of the coupled mode with the

continuum results in a considerable energy dispersion, introducing a

further spread. So far no one has resolved the single loss peak from the

ballistic peak, and this represents a considerable challenge for the

design of both the emitter and collector. (The Monte Carlo simulations

clearly show the one-loss feature 9 , but energy dispersion wipes out any

distinctive features for electrons that have undergone two or more energy

loss collisions).

3. HOT-ELECTRON TRANSISTOR DESIGN

The spectroscopy work on the GaAs/AlGaAs system explains just why

poor hot-electron transistor performance was achieved. The

doping/thickness combination for the base does not allow the simultaneous

achievement of high speed and good current gain. Two immediate options

are available 19 : new materials and a 2-dimensional electron gas base.

The limitation of the GaAs system is the L-valley approximately 0.3eV

above the r minimum. Electrons with energy in excess of that can scatter

very effectively into the satellite valleys where both their direction of

motion is randomised, and their velocity reduced because of the higher

effective mass. Other materials systems seem the answer. Two studies of

hot-electrons in InGaAs/InAlAs have been reported20,21. In InGaAs, the

satellite valleys are 0.55eV above the r minimum, which promises superior

performance. The InAlAs barrier may be used to inject higher energy into

InGaAs since the valley separation is large. Electrons may now suffer

several inelastic scattering events and still surmount the collector

barrier. The Fujitsu group achieved 94% transfer efficiency at 77K over

25 nm of 1018cm-3 doped InGaAs with injected energy of 600 meV. We have

undertaken detailed simulations 22 of this materials system and infer an

effective collector barrier height of 210 meV when under the operating
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conditions of reverse bias. The same simulations suggest an optimum

configuration of a 50 nm base doped at 1018cm-3 with an injection energy

less than or equal to 550 meV. This device could combine a viable gain

(;10) with the potential for sub-picosecond switching speeds.

The other alternative to the GaAs doped base is the use of an

inverted high-electron-mobility transistor structure. The base is

undoped, and the collector modulation doped to provide carriers in the

form of a two-dimensional electron gas in the (low resistance) base. The

qualitatively different dispersion of the two-dimensional plasmon, and the

phase-space for single-electron excitations, is such that rather less

scattering is expected of hot-electrons passing at right angles to the

electron gas. No results have been published, but our own preliminary

studies indicate the predicted improvement in a test structure. A similar

structure, using the two dimensional charge induced in a narrow quantum

well 23 for the base, has achieved a high or value (-0.96) with a low base

sheet resistance of 3100.

The potential of a hot-electron transistor for fast switching

applications depends not only on the efficient base transfer but also on

the charging time of the various capacitances in the structures. There

are several avenues for device optimisation, the shape of the barriers

(including a rounding of the collector barrier profile in order to reduce

quantum mechanical reflections), the precise doping profile to reduce

capacitance and resistance values, and the important technology issue, the

precise revealing of thin buried layers and the fabrication of highly

selective ohmic contacts, especially to the base.

The competition from other transistor families is fierce. The

heterojunction bipolar transistor is a principal competitor, but the

technology of a unipolar and majority carrier device should be marginally

less demanding. The field-effect transistors can achieve comparable

switching speeds only with extremely short gate lengths -the technology

trade off here is that very fine lithography can be relaxed if the depth

profile technology is mastered. In the coming years it is likely that

some high speed prototype devices will become available, and the issues

will shift to reliability, reproducibly, noise and other concerns

associated with real circuits.

Some of this work is supported by the Marconi Electron Devices Ltd,
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ABSTRACT

The new crystal growth techniques (molecular beam epitaxy and

metal-organic chemical vapour deposition) allow sufficient control over

the layer thicknesses and integrity that resonant tunnelling phenomena can

be explored with some precision. Beyond the double barrier diode and the

uniform superlattice are a number of novel tunnelling structures, the

physics of two of which, the superlattice tunnel diode and the short

graded-parameter superlattice, will be discussed in some detail. A short

discussion will also be given of the potential role of tunnelling in both

two and three terminal devices.

INTRODUCTION

Because the control over the bandgap and doping profile is

approaching the atomic scale in the direction of growth in both molecular

beam epitaxy and metal-organic-chemical vapour deposition, one can design

and fabricate tunnel structures with a precision never previously

available. The emphasis within this chapter is on novel tunnelling

structures, and some comments on their device implications are included.

The physics of double barrier diodes is covered in the chapter by Mendez,

and of regular superlattices in the chapter by Capasso. The work from GEC
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has concentrated on two novel structures -a superlattice tunnel diode I-3

and a graded parameter superlattice 4-6 , the former with microwave

oscillator possibilities and the latter providing a photodetector with low

dark currents. Some mention will also be made of structures devised by

Nakagawa7 ,8 , Yokoyama9 ,10 and others. While much of the work to date has

been performed on two-terminal structures, recent reports describe the

role of tunnel structures as the barriers10 , or indeed the base

region11, 12 , of transistor structures. Increased device functionality can

be obtained from tailored current-voltage characteristics. One important

point to emerge from all this work is that detailed and quantitative

theories are still relatively primitive when it comes to contemplating a

CAD of tunnelling devices with considerations of real-time behaviour,

noise and transient behaviour, and circuit environment. Nevertheless,

resonant tunnelling and hot-electron injection 13 do hold the key to new

generations of devices.

2. TUNNELLING PHENOMENA

The textbook introduction to the tunnelling of an electron through a

single barrier is deceptively simple, while in practice, the role of

scattering processes (elastic or inelastic from several sources), space

charge, high fields, and time-dependent phenomena complicate the detailed

interpretation of current-voltage data from semiconductor tunnel barriers.

In multiple barrier structures, further complications arise from

distinctions between resonant and non-resonant tunnelling, and the

sequential versus coherent nature of the tunnelling process 14 . In spite

of these concerns, the subject of wide-spread research, we have adopted a

pragmatic approach. We use relatively simple models for the design and

modelling of multilayer tunnelling structures in a search for exploitable

effects and pursue in parallel a theoretical programme aimed at a greater

understanding of the more fundamental aspects of vertical transport15 .

While very high speed was the original rationale behind the study of

tunnelling phenomena, which occur over very short length scales,

limitations now are perceived to arise from the charging time of the

active region's capacitance, which in turn depends on features such as the

contact resistance.
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3. THE SUPERLATTICE TUNNEL DIODE

In a regular superlattice, the quasi-bound levels within a single

well interact via tunnelling with the levels in adjacent wells. The

result is a series of minibands, which reflect high and low pass

transmission bands for electrons as a function of their incident energy.

In the first experimental study of vertical transport in a multilayer

semiconductor structure, ESAKI and CHANG16 reported negative differential

resistance at low temperatures, and further oscillations in the current as

the voltage was increased. Their interpretation was not in terms of the

Stark regime15 ,17 (with a voltage equal to the miniband width dropped

across the superlattice), but rather of a high-field domain set up at the

thickest barrier allowing electrons to tunnel between minibands. Although

nominally uniform, the limitations of growth control will make one barrier

thicker than the rest. Further high-field domains cause the further

oscillations.

In the following decade, no further studies were reported. We

commenced a study of tunnelling through 'non-ideal' superlattices, i.e.

ones with non-equal barrier and well thicknesses, and have undercovered a

much wider range of tunnelling phenomena, with both transport1 -4 and

optical techniques 6,7,18,19 .

The superlattice tunnel diode1 -3 is simply understood with respect to

Figure 1. Two superlattices are separated by a thicker barrier. The

electron states in the superlattices follow from a simple Kronig-Penney

analysis. We dope the structure to produce a "metallic" system with the

Fermi level in the lowest miniband. Our superlattice tunnel diode is now

simply a conventional metal-insulator-metal tunnel barrier, but one in

which the superlattice miniband structure is imposed on the initial and

final electronic states for the tunnelling process. As the voltage across

the structure, most of which is dropped across the thicker central

barrier, is increased, the minibands of the superlattice move in and out

of relative alignment giving rise to the negative differential conductance

(n.d.c.) features. This simple picture is adequate for a qualitative

undertanding of the data we have acquired, and as a design aid for

increasing the n.d.c, but it does raise some interesting physics

questions:

(i) A long superlattice is not strictly required, only three or four
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periods suffice 3, provided only that a sufficient dynamic range is

introduced between the high and low levels of transmission for the

electrons.

(ii) The structure is rather more tolerant of fluctuations in the layer

thicknesses20 and integrity than the double barrier diodes, while

still providing a strong principal n.d.c feature. Indeed, we can

take this a stage further and perform a spectroscopy on the

mini-bands. We have been able to correlate the appearance of

further n.d.c. features with the regularity of the superlattice

layers and the ability to tunnel from the first miniband of one

superlattice to the third of the other21. Variations in layer

thicknesses tend to blur out the regions of very high or very low

transmission probability, and the gap between the second and third

miniband is quite sensitive to thickness fluctuations.

(iii) The transport is strictly three dimensional, and there are, in

reality, no gaps in the density of states. Indeed the strength of

the n.d.c features relies on an absence of scattering, from

whatever mechanism. Our own studies of magnetotransport22 reveal a

quenching of the n.d.c. in modest magnetic fields (10T), with a

zero-bias anomaly appearing at still higher fields. A simple

semiclassical picture of the trajectory of a tunnelling electron,

combined with the three-dimensional picture of the electron states,

gives a qualitative explanation (Figure 2). One is, however, in

the regime where semiclassical assumptions are not strictly valid.

When the characteristic magnetic energy, hwc, exceeds the miniband

width, for example, the electron states are more properly hybrid

electro-magnetic in character23 .

(iv) The sequence of structures grown in pursuit of large and

exploitable n.d.c. features, do reveal the importance to be

attached to the integrity of the central barrier layer. An absence

of scattering centres and fluctuations in either the alloy

composition or barrier thickness, all contribute to an increased

peak-to-valley ratio 24. (Excess currents due to poor passivation

or to surface leakage also reduce the relative strength of the

tunnelling n.d.c.)

(vi) Other experiments on these structures have included applications of
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high pressure, for which the data is consistent with bulk

deformation potentials when used to interpret shifts in the I-V

characteristics except for some minor effects at -10 kbar,

tentatively associated with 'DX' centres and with indirect-gap

(X-synnetry) states becoming the low energy route through the

barrier 25.

(vii) TEM studies have been performed on all the structures26 , the data

from which is an important element in checking physics

interpretations -after all minor variations in layer thickness can

alter the interpretation. Because of the high doping level in the

contact region, no optical sensitivity has been observed.

The design principles by which improvements in the n.d.c. have been

achieved are:

(i) the increase of the tunnel component of the current with respect to

the thermionic component. By increasing the mini-band gap with 43%

Al concentration in the AlGaAs barriers, and by decreasing the GaAs

well thicknesses, we can reduce the thermionic current. A decrease

in the thickness of all barriers increases the tunnel current,

(ii) a reduction in possible scattering mechanisms in the tunnel barrier

that degrade the peak-to-valley ratio. The absence of doping, and

a thinner barrier reduce the scattering. Binary material barriers

eliminate alloy scattering, but see the discussion in Section 3

below on indirect-gap state tunnelling,

(iii) a doping profile that minimises the series resistance without

introducing impurities at the tunnel barrier, but with suitable

account taken of the space-charge implications from abrupt changes

in doping. (This effect has only recently come to be recognised,

with in some cases a re-interpretation of tunnelling data).

So far only rudimentary device-related work has been undertaken to

confirm the superlattice tunnel diode as a microwave source 2 . More

advanced work on the double barrier diode has led to oscillations 56 GHz,

and circuit analysis predicts >100 GHz potential 27 . All these devices

have characteristics similar to that of the Esaki (tunnel) diode28 . The

intrinsically high capacitance might be offset in several ways: (i)
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Figure 1: The superlattice tunnel diode, showing (a) the design of the

superlattice bandstructures, (b) the principle of operation of the

superlattice tunnel diode, (c) a dark -field TEM image of a recent

structure with total active length of 55 nm (courtesy of E Britton and W M

Stobbs, University of Cambridge), and (d) negative differential resistance

at room temperature.
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Figure 2: The supression of negative differential conductance with a
magnetic field applied perpendicular to the current. The band diagrams
(in the k1 plane) show the effects on the occupied initial states with
respect to the final states of an applied (a) electric and (b) electric
and magnetic field. The n.d.c. feature is suppressed once overlap between
initial and final states is achieved for all biases.

decreasing the area although this reduces power , (ii) vertically stacking

several diodes (also a potential method for increasing the power handling)

and (iii) fine-tuning of the doping profiles. The absence of doping in

the high-field regime eliminates one important source of device failure,

namely field assisted migration of the dopants.

4. GRADED PARAMETER SUPERLATTICE

Nakagawa et al proposed7 and demonstrated 8 the possibility of

creating the resonant tunneling condition in a superlattice only for a

finite applied electric field by using a gradation of the superlattice

period, but maintaining the mark-space ratio of well: barrier

thicknesses. Electron states in progressively narrow wells are aligned

only under finite bias to produce the resonant tunnel condition.

In our studies of hot-electron injection we considered both a

linearly graded gap 29 (a layer of AlxGa1_xAs with x increasing from 0 to

0.3 over 50 nm) and its coarse digital analogue 4-6  (a short AlAs/GaAs

multilayer structure) as possible launching pads. While the linear

grading is more demanding on MBE growth, the effort is rewarded with

superior launching properties at high current densities. The test

structure for the digital analogue, a five 10 nm period structure, but

with a graded barrier/well ratio, as the i-region of a p-i-n structure

(Figure 3), has produced a wealth of interesting physics:
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(i) in the absence of the i-region, the structure is just a p-n diode

but just inside the p-n junction turn-on, a negative differential

conductance feature due to resonant tunnelling is observed4 ,

corresponding to the alignment of the Fermi energy in the GaAs and

the bound levels in adjacent wells by the net field across the

i-region near the flat band condition,

(ii) the simulation of the I-V characteristics, given TEM confirmation

of the AlAs layer thickness, can produce quantitative agreement of

the bias and current level of the resonant tunnelling peak 4 only if

the barrier height invoked is the offset between the r conduction

band minimum of GaAs, and the X minimum of AlAs. (Note: more

sophisticated simulations that include the Bloch functions in

addition to the plane wave parts do show this X-mediated tunnelling

to be possible 30).

(iii) as a function of increasing temperature, or magnetic field

perpendicular to the current direction, or applied hydrostatic

pressure, the peak-to-valley ratio of the n.d.c. feature falls

linearly 31 , and with the same slope if a common energy scale (kT

with k the Boltzmann constant, hwc with wc the cyclotron frequency,

-p with E the deformation potential and p the pressure (see Figure

4). We have no convincing explanation of these facts.

(iv) The structure is photosensitive, and the decay of current induced

by a sub-picosecond optical pulse showed two characteristic times,

one set by the RC constant of the device, but a longer time that

was consistent with sequential tunnelling (in the Luryi scheme) of

a few electrons through the thickest barrier if its height were the

r GaAs to r AlAs offset 6 . The reverse-bias dark current of this

structure was factor 100 lower than that expected if the

superlattice were removed 5. (v) The detailed electroluminescence 18

of this structure revealed peaks that could be associated with

electron states confined by the X-conduction band minimum, not the

r minimum, in AlAs. A similar conclusion was arrived at by

magneto-optical studies where the photocurrent was monitored as a

function of magnetic field and optical excitation energy32 . In

detail, the electroluminscence observes recombination of light

holes and those electrons tunnelling through the r-X potential,

while the photoconductivity shows features associated with light
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and heavy holes, and, again, electron n=1 and n=2 quantum well

states confined by the r-X potential.

(v) An equivalent structure was grown in which the AlAs barriers were

replaced with AlO.43Gao. 57As barriers of the same thickness, and no

n.d.c. features were observed, where our simulations of the

electron current predicted a weak feature. This may be because a

hole contributions tends to cancel the effect, or that alloy

fluctuations in the barriers (which TEM confirms are all in place)

blur out the weaker n.d.c. feature. Optical investigations are in

progress on this structure18 ,32  latter, reflecting a better

distribution of the Al and hence the more effective barrier it

represents.

(vi) This structure is the simplest possible version of a quasi-graded

gap structure of the kind proposed by Capasso 33 as an element in

avalanche photodiode and other structures. The analysis of the

dynamics of carriers in such structures led to the conclusion that

only a few periods would be required 34 . Our structure bears out

the general conclusions of that analysis, but still the speed is

relatively low (O.3ns FWHM) because of the details of our

contacting layers and their effect on the RC time constant.

5. OTHER TUNNELLING STRUCTURES

We have already cited the work of Nakagawa et a17 on their CHIRP

(coherent interfaces for reflection and penetration) superlattice. Their

n.d.c feature was relatively weak8 , a result of the elaboration of the 60

layer structure and its sensitivity to layer fluctuations, and of the high

level of doping throughout. The same group have studied the simplest

version of the superlattice tunnel diode in a three (thin-thick-thin)

barrier structure35 . The striking n.d.c. seen, with large peak-to-valley

ratio, is related now to tunnelling between the bound levels in the two

wells under the condition of aligning the filled state in one well with an

empty excited state of higher local energy in the other. To achieve the

large value of the peak-to-valley ratio, the barriers are made relatively

thick (5.1 nm and 10.2 nm) with the consequence of a low current density

(~10-3 of that in Figure 1).

If we were to remove the central thicker barrier in Figure 1, leaving a
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wider well with two superlattices bounding either side we arrive at the

structure of Reed et a136 . (Their three AlAs and GaAs layers, on either

side of the 4.5 nm wide well, were only 0.7 nm thick). The observed

n.d.c. feature had a room-temperature peak-to-valley ratio of 1.8:1, and

the I-V characteristics were very symmetrical compared with data from

conventional double barrier diodes, suggesting that the effect of inverted

growth is averaged out in this symmetrical structure. One interesting

point to emerge is the relative low effect barrier height inferred from

this data, suggestive of tunnelling via X-minimum states in AlAs.

Energy (i.e. tiw, or kT) in meV Energy= L (T _(T or P

0 2 4 6 8 10 12 14 16 18 20 40 60 80 1001 t II I I i I

2 1
Temperature

A/B
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Magnetic field (T) o o
a) 2 4 6 8 b

0 100 200 0 2 4 6 8 10
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Figure 4: The peak-to-valley ratio of the negative-differential
resistance peak in the graded parameter superlattice as a function of
temperature, magentic field and pressure.

The structures described so far are all two-terminal, and the most of

these tunnelling phenomena are likely to be exploited within three

terminal structures. Several of these have been proposed recently and

realised, but we concentrate here on the results of the Fujitsu

group 9,10, 37 as they have exploited resonant tunnelling in the emitter

barrier of a hot electron transistor, and hot-electron phenomena is the

theme of the other GEC chapter. Negative transconductance, which follows

413



from the resonant tunnelling emitter base characteristics can be used to

produce a one-transistor flip-flop, a basic element in memory and logic

circuits where seven transistors are required in the conventional circuit.

This is an early example of the greater functionality of devices that is

made possible by the internal sophistication of tunnelling

characteristics.

6. SIMULATIONS

Given a profile for the potential energy V(z), that includes any

applied fields or affects associated with space charge, in a multilayer

tunnel structure, one can in principle solve the one-electron Schrodinger

equation to calculate the transmission and reflection amplitudes as a

function of the incident electron energy. (With constant potential,

constant field or a few other special cases, the solution is analytical).

With each eigenstate, one can calculate the particle flux (from

h(T*vY- vv*)/2im), and then proceed to the tunnelling current by

integrating over the (momentum) eigenstates:

I left-right =43 ehA fff 2nkjdkjkzdkz (I-1R1 2 )f(E)(I-f(E+V))
4:W kL, o

where R is the reflected component of an incident wave, and the two last

factors ensure that the initial states are occupied and the final states

empty, for a bias V between the contacts 38 . The net current is

lleft~right minus Iright+left. The earliest work was in uniformly doped

structures where space charge effects were neglected. Recent structures

use tailored doping profiles to reduce scattering in the tunnel barriers,

and the space charge effects must be incorporated -indeed the role of X or

r state tunnelling mechanisms in AlAs has been clarified only by

incorporating the space charge 39 . At present no simulations include

scattering -fro impurities, interface steps, alloy fluctuations or

phonons. However it is possible to eliminate steps with atomic layer

epitaxy, use binary material layers to exclude alloy scattering and work

at low temperatures and low voltages to eliminate phonons to reduce the

importance of these effects. At this stage, another key approximation,

the use of the effective mass-cum-envelope function formalism which

neglects the Bloch part of the wavefunction may in fact be able to be

tested, and the connection rules of wavefunctions at interfaces be made
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available experimentally. In the interim, further elaboration of the

simple Kronig-Penney model is not warranted for the design and simulation

of the more complex tunnelling structures.

7. THEORY

The simple models for electron states and transport invoked in the

simulations needs justification or replacement. The high local electric

fields encountered can induce gross changes in the electron states (the

Stark regime) and severely modify the phonon and other scattering rates

that are calculated or inferred from low field conditions. Several length

and time scales become comparable and of competing importance. The Stark

length (over which a potential is dropped equal to the miniband with), the

localisation length (regarding well-width fluctuations as the origin of

disorder), the elastic and inelastic transport scattering length and the

superlattice period are all in the 5-50 nm range.

In an attempt to formulate a theory for high-field transport and

magnetotransport in superlattice structures, the following conclusions

have been reached 15 (with F = field, W = miniband width, d = superlattice

period) (i) in the low field regime, the carrier drift velocity Vd, is

simply Vd = (eF/kT)D but the Diffusivity D may be renormalised from its

bulk GaAs value by several factors -inter-Stark level, inter-miniband

scattering etc. (ii) in higher fields where phonon emission is possible,

and for an infinite and ordered system Vd=(eF/kT)(W/Fd)2 . The unperturbed

"Stark formulation" leads to a low field 1/F divergence in electronic

drift which is analogous to the "infinite conductivity" of the linear

response regime in the absence of all scattering processes. Both are

artifacts which are removed by "renormalisation" (allowing for elastic and

inelastic scattering). If this latter is characterised by an inelastic

scattering time t, the renormalised result is Vd

(eFd,/h)(wd/2h)/(1+(eFdt/h)2 ) which gives an ohmic low field regime, but a

F-1 limit in high fields. When the superlattice is finite, and comparable

with the Stark or transport scattering lengths, a further renormalisation

is required. (iii) with any applied magnetic field, a new length and time

scale (cyclotron radius and period) are introduced. To first order, a

magnetic field parallel to the direction of current through multilayers

has no effect, although in the presence of disorder, any percolative

motion is suppressed leading to a positive magnetoresistance. Weak

magneto-Stark-phonon resonances can be expected in the I-V curves for high
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B and F fields and long scattering times. For B i current (i.e. 11 to

layers), the electron states change, and the scattering rates are

modified. Indeed the Stark-Landau system involves totally localised

electron states in the plane i B. The re-derivation of transport

coefficients leads to a positive magnetoresistance and the Stark regime

itself is manifest only at higher electric fields than in the case when

B = 0. In the very high magnetic field, the inter-Landau level coupling

can be introduced as a perturbation, but the drift velocity is more

complex.

At present the restricted range of samples that so far have been

examined experimentally do not approach the conditions where the simple

limiting cases strictly apply, at least to the extent of extracting simple

transport coefficients. Extensions of the theory to apply to the examples

of section 3 and 4 above are being sought.

8. DEVICE IMPLICATIONS

Although the short characteristic times and lengths associated with

the active regions of tunnelling devices lead to predictions of very high

speed devices, more mundane matters associated with capacitances and

resistances place strong limitations on the

frequency/power/efficiency/noise performances that are likely to be

achieved. At first sight, the large device capacitance is intolerable,

but recent analyses of double barrier diodes at modest frequencies (up to

1 GHz) reveal an effective capacitance set not by the tunnelling region

length 40 , but rather the distance between the high doping contact regions,

once the tunnel structure itself is undoped in order to suppress any

impurity-related transport channel as an alternative to the tunnel

mechanism. To date the best figure is a 60 iW output at 56 GHz. Another

factor of 10 in output is required. Our own structures are predicted to be

capable of operating at frequencies >100 GHz, and our estimates of the

noise performance of a highly efficient local oscillator are encouraging.

(The noise was estimated by assuming it to be dominated by Shot noise, as

in the Esaki diode). The most detailed general device analysis of the

double barrier diode has been by Luryi41 , with prediction of >200 GHz

upper frequency limits.
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Many of the three-terminal superlattice devices that have so far been

proposed and/or realised (see Luryi4l for a discussion) are based on the

incorporation of a superlattice as one element (emitter-base barrier, the

base itself etc) of a vertical or field effect transitor. The device

technology is thus a simple extension of that required for conventional

devices, with only a recalibration for etching or implantation of

superlattice/multilayer components. The drive towards greater

functionality (c.f. the one-transistor flip-flopI0 ) seems the most

promising direction, leading to a reduction in transistor count in the

basic circuits for logic, memory, or special purpose signal processing.

It should be noted that maximum current densities in tunnel diodes are

still relatively low, compared with graded composition barriers diodes,

particularly if a large peak-to-valley ratio is required, so that the

tunnel device in a circuit may be slower to operate. Furthermore thin,

highly doped, intermediate layers for the base region of vertical devices

must be designed with considerable care, if the resistance is to be

kept acceptably low. The use of HEMT -technology in some cases is able to

alleviate the base resistance problem, although contacting to the

two-dimensional electron gas in a manner compatible with the rest of the

structure is difficult1 3. While proof-of-principle exists in many cases

for the novel devices, the technology for reliable circuits is still to be

achieved.

The more imaginative device ideas are likely to emerge once the

technology for the definition of features in the laterial direction

approaches that now achieved, via growth, in the depth direction. We can

expect a greater degree of the negative differential resistance effect in

our superlattice tunnel oscillator if we could constrain the vertical

motion of carriers to be nearly one-dimensional. The reduction of the

lateral degrees of motion could be achieved either by etching or

ion-implantation, but only when the remaining conducting channel has a

diameter of order upto 0.05 gm will the effects be prominent. Many

structures could be bonded in parallel to achieve useful current densities

and low resistance, but will the retained integrity of the superlattice

after processing be adequate?
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OPTO-ELECTRONICS IN SEMICONDUCTORS QUANTUM WELLS STRUCTURES:

PHYSICS AND APPLICATIONS

D.S. Chemla

AT&T Bell Laboratories
Holmdel, NJ. 07733

1- INTRODUCTION

In recent years the development of lightwave communication systems has driven an extensive

research in the field of opto-electronics. The capability of optical fibers to carry extremely high bit

rates, larger than those that electronic can handle, has raised a lot of attention into optical signal

processing. Optics is well suited for parallel processing, hence permitting high throughout, and a

number of optical processes in condensed matter have a very fast response time. Therefore it is

predictable that optical switching elements are going to become important components in future

information processing systems. These devices are based upon the possibility to induce large changes

in the refractive index, n, or in the absorption coefficient, a, of some medium. The rational be .ind this

statement goes as follow. When an optical field E. propagates through a length I of matter it

experiences a phase change 0 = (2xn /A +ia/2)xl , thus an external perturbation can be used for

switching this field if it can causes a phase change of the order of Re(Ao) =7 or Im(AO)'= 1 . Ideally

one would like to dispose of media in which large and fast changes An or Aa can be induced with low

energy. Furthermore it is also desirable for these media to be robust, to have good optical quality and

to be compatible with other electronic and/or optical technologies they must interface. All these

requirements point obviously toward semiconductor based materials.
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Investigations of bulk semiconductors has shown that they exhibit a number of nolinear optical

1 2processes that have been used for laboratory demonstrations2. Unfortunately the magnitude of these

effects is not large enough to be used in practical systems. A promising approach, that originates from

the recent progresses in crystal growth 3'4, is to fabricate "artificial" semiconductor nanostructures with

enhanced nonlinear optical response. Semiconductors systems whose dimensions are of the order of

the natural lengths ( 10-SOOA ) which governs the electrons quantum mechanic of optical response

(Bohr radii) and electronic transport (de Broglie wavelengths), present properties that are not found in

the parent bulk materials 5 . The semiconductor nanostructures the most extensively investigated are

quantum wells and superlattices 6 . In these lectures we will review the physics of nonlinear optical

properties of semiconductor quantum well under optical and electrical excitations and we will discuss

some applications to prototype opto-electronic devices.

3- ABSORPTION IN SEMICONDUCTOR QUANTUM WELLS

The optical transitions in OW are governed by excitonic effects that are strongly enhanced in quasi

two dimensional semiconductor structures7"8 . This results from the reduction of the average distance

between the electron and the hole that increases the binding energy. For the lowest lying states, the

confinement in the OW essentially limits the interaction with the lattice to vibration modes of the OW

material, hence the sensitivity of OW excitons to temperature is very similar to that of the bulk

material. This combination results in one of the most remarkable excitonic property of III-V material

OW structures: the persistence of well resolved exciton resonance at room temperature and even

higher in the absorption spectrum9-12

Excitons at high temperature are unstable against collision with thermal phonons. For example in

GaAs OW the LO-phonon energy (36 meV) is much larger that the exciton binding energy (9-10

meV), thus a single exciton LO-phonon collision can ionize the exciton and release a free e-h pairs with

a substantial excess energy. It was found that the exciton linewidth varies as the sum of a constant

inhomogeneous term r. and a term proportional to the density of LO-phonons of the OW material;

r(T)=r +r ,/fex(1nLo/kT)-11.

The parameter r,%,that describes the averaged strength of the interaction with phonons in GaAs
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QW (r',,, =5meV) is smaller than but comparable to that in the bulk (rh = 7meV). This confirms that

collisions with the OW LO-phonons is indeed the dominant broadening mechanism and that its

efficiency is hardly changed as compare to the bulk13 . The temperature broadening of the exciton

resonance can be interpreted as a reduction of life time so that at room temperature excitons live only

0.4 ps in GaAs QW. Simple thermodynamic arguments show that the excitons have a very small

probability to reform 3. Consequently at room temperature a photon absorption process can be

pictured as; 1R., -- X -. e h . As we shall see latter this sequence induces the most interesting

dynamics in the nonlinear optical response of QW.

4-NONLINEAR OPTICAL EFFECTS IN QUANTUM WELLS

It is important to distinguish the physical mechanisms at the origin of the nonlinear optical response

of semiconductors, these are very different whether real or virtual excited populations are generated.

Furthermore in the former case effects of non-thermal populations are significantly distinct from those

induced by thermalized populations.

We consider the experimental studies in which real and thermalized e-h plasma are responsible for

the nonlinearities. The plasma can be generated directly above the gap or indirectly following exciton

creation by resonant absorption or phonon assisted absorption 9'13- 16. For thermalization to be

completed, observation must take place a few ps after excitation. The changes in the absorption

spectrum depend only on the density of e-h pairs Nh,. As NA increases a very smooth evolution is

seen, the two resonances weaken and are progressively replaced by a step-like edge which shape fits

well the 2D free e-h absorption profile. These changes are interpreted as follow17'18, when the plasma

density increases the energy of the free-pairs states decreases (band gap renormalization) whereas that

of the bound states only experiences a small change because of their charge neutrality. The binding

energy of the bound states measured from the renormalized continuum decreases thus the resonances

thus loose oscillator strength. At low density where the continuum is still far from the resonance only

the loss of oscillator strength is apparent. However if the density continues to increase the resonance

merge in the continuum which eventually remains the only spectral feature observed.

The corresponding nonlinearities are very large but they saturate rather quickly, in terms of an
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K - I

"effective* third order susceptibility they translate in a very large value X3)= 6x10-2 eSu. The

impressive magnitude of the room temperature nonlinear effects in GaAs OW was demonstrated by

observation degenerate four wave mixing using as sole light source a cw laser diode. A diffraction

efficiency of 0.5x10"4 was observed in a 1.25 pin sample, using only a 17W/em 2 pump intensity

Optical bistable devices using GaAs OW as active medium in nonlinear Fabry-Perot etalons have been

operated and have raised much interest for application to all optical logic 20. GaAs/AIGaAs QW have

been used as saturable absorber to passively modelock GaAs diode lasers. Stable operation producing

pulses as short as 1.6 ps has been demonstrated2 1.

The most efficient mechanism governing the saturation of excitonic resonances in bulk

semiconductors is the long range direct screening (DS) of the Coulomb interaction by a e-h plasma.

Experiments on bulk GaAs have shown that the screening by a charged plasma is much more effective

than by a neutral gas22 ,23 because the neutral excitons can only screen by making energy consuming

transitions to some excited state17. If the processes by which plasmas and excitons reduce excitonic

absorption were the same in the bulk and in QW, resonant excitation at room temperature would

produce a weak bleaching of the resonances that would increase substantially as the inefficient excitons

are ionized in an efficient plasma. Experiments using feitosecond spectroscopic techniques 24 25 were

designed to observe these effects. It was found that the dynamic of the hh-exciton peak under resonant

fs-excitation is well described by the generation of an exciton gas which density follows the integral of

the pump laser pulse and transforms in free e-h pairs in a ionization time ri =300fs 26. The time

constant of the process is in excellent agreement with that evaluated from the thermal broadening of

the resonances. However these experiments also lead to the surprising results that in 2D systems

saturation of exciton resonance by a gas of exciton is more efficient than by a warm e-h plasma 26 .This

demonstrate that it is incorrect to extend directly the hierarchy of the processes responsible for

excitonic saturation in 3D to the case of 2D quantum wells.

In addition to the direct screening the absorption strength of exciton resonance can be diminished

by the effects of Pauli exclusion principle: phase space filling (PSF) and exchange interaction (El).

These effects are extremely efficient but only at very short distance and only involve Fermions of the
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17
same spin. In the case of exciton they arise from the composite nature of the bound e-h pairs

Excitons behave as Bosons only in the limit of very dilute gas and at high density it is absolutely

necessary to account for their composite nature. In 3D the because of the efficiency of the the long

range DS and the effects of the short range PSF and El are seldom recognized although they are

incorporated in the correct many body theories1 7 . The unusual behavior of quantum wells has been

recently explained by assuming that in 2D the strength of DS is strongly weakened as compared to PSF

and E12 7 . In this case the effect of a plasma or of a gas of excitons on the exciton resonances is directly

related to the overlap between the distribution of photoexcited e-h pairs (bound or unbound) and the

single particle states out of which the exciton relative motion wavefunction in k-space U(k) is built up.

At low temperature e-h plasma which fill up state close to k = 0, where U(k) is centered, is more

efficient than the excitons in bleaching the resonance absorption, however as the temperature increases

the thermal e-h distributions expand more and more toward high energy and the plasma efficiency

decreases as Ejs/kT, here Els is the exciton bidding energy. The model also explains the effects seen

at the lh-exciton. Finally the theoretical value of the nonlinear cross section is in very good agreement

with the experimental one.

The assumption that DS is smaller than El and PSF in quantum wells was tested directly by

generation of a non-thermal carrier distribution in the continuum, between the first ( n, = 1 ) and the

second subband ( n, = 2 ) transitions less than one LO-phonon energy above the gap and measuring

the evolution of the absorption spectrum including the two resonances as a function of the pump-probe

delay between2 8 . At small delays the carriers do not occupy states at k = 0 in the n, = 1 subband so

that only the weak DS is effective. As they thermalize the carrier occupy states at the bottom of the

subband and the effects of Pauli principle (El + PSF) are turned on and strongly bleach the n =1

resonance. Meanwhile the n, = 2 excitons, which are at higher energy and in any case made of single

particle states nearly orthogonal to those occupied by the carriers, only feel the DS. The effects at the

n, = 2 excitons do not vary in time showing that DS remains essentially constant as the carriers

thermalize. These experimental results put an upper limit on the magnitude of DS which is found to be

at least six times smaller than the sum ( El + PSF ). Yet another confirmation of the theory was
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obtained from the study of shift of the excitonic resonance at low temperature29 . In 3D the exciton

resonances remain remarkably at a constant energy in the presence of a e-h plasma even if the single

particle states experiences strong red shift17 '2 '2 . This is due to an almost perfect compensation of

the red shift induced by the DS and a blue shift due to the effects of the exclusion principle. In this case

where only exciton are present the blue shift can be interpreted as a short range hard-core repulsion. In

the quasi 2D OW it is no more compensated by the weak exciton screening and thus should be

measurable". At low temperature the shift of the exciton is given by27; 60Es -16,wN a

(1-315 w2 / 21 ) Els as a function of the exciton radius and density N.. Experiments performed at low

temperature on OW of various thicknesses have evidenced this blue shift when excitons are selectively

generated or when they are formed after the cooling of a nonresonantly excited plasma. The shift is

rater difficult to observe in thick layer but it is very clear in the narrowest OW where the

dimensionality approaches the 2D limit29 '30 . The magnitude and density dependence have been found

to be in excellent agreement with the theory.

5- ELECTROABSORPTION IN QWS.

Electroabsorption in OWS has been extensively studied and is now well documented, an exhaustive

bibliography can be found in Ref. [311.

When an electrostatic field is applied parallel to the layer where the confinement potential is

ineffective, the only force binding the electron and the hole is the Coulomb force and the effects are

similar to those seen in bulk material32 . The only difference with the case of massive samples is that

the exciton binding energy and the in plane wave function are slightly modified32. The dominant

process is a field ionization and theoretically a second order energy shift33 . It is found that when a field

is applied parallel to GaAs OW's the resonances broaden easily and disappear at moderate fields

(Eo = 2-5x10 4 V/cm). No significant shift is observed and the evolution of the spectra are in qualitative

agreement with the theory32'33. In this geometry the capacitance is very small so that it can be used to

test how fast a change in the excitonic absorption change can be induced in a semiconductor. In recent

the experiments 3 a potential was applied across the electrodes of a sample and the transmission was
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probe with a 120 fs broad continuum light pulse. Then the field in the QWS was shorten by a high

density plasma across the inter-electrode gap was produced by a strong 50 fs red pulse. The I/e

recovery time of the absorption was measured to be 330 fs and seems to be still limited by electric field

reflections in the electrodes. The absorption recovery time has to be compared to some characteristic

times of the exciton dynamics at room temperature. For example a limit on how fast a resonance can

recover is set by the mean time for exciton scattering by thermal LO-phonons (300 fs at room

temperature). The change in excitonic absorption should follow the sudden application of a field in a

time limited by how long it takes to the e-h pair to "feel" its Coulomb correlation (i.e the exciton

classical orbit-time -150 fs) or by how long it takes to the two particles to tunnel away one from

another through the Coulomb well (i.e the mean time to field ionization =380fs for a 8 kV/cm

field 32). All these values fall in the same range showing that the response measured in these

experiments approaches the fundamental limits of the exciton dynamics. The intrinsic limits of the

speed of electroabsorption are of course also of great technological interest for high speed sampling

and modulation.

The electro-absorption for fields perpendicular to the layers presents features that are specific of

OWS32 . The electron and the hole charge distributions are pulled apart by the field and pushed against

opposite well walls. If the thickness of the OW is large compared to the 3D Bohr radius the pair

correlation is lost, but if the OW thickness is less than the 3D Bohr radius the particles are stopped

from flying apart by a potential barrier and continue to interact with each another. Therefore as the

OW thickness decreases the electroabsorption should show a continuous transition from the 3D

behavior to a strongly quantized one. This has been analytically demonstrated recently for the Franz-

Keldysh effect in infinitely deep wells35 . The transition from the quantum confined to 3D behavior

occurs over a narrow range of thickness for a given field and is accompanied by the growth of

symmetry forbidden optical transitions from which the Franz-Keldysh oscillations originate. In the case

of finite well depth, one can expect strong tunneling only for fields large enough to provide the carriers

with an energy comparable to the potential barrier height by acceleration of the particles over the OW

thickness. Indeed tunneling resonances calculations give very narrow the width of the resonances for
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moderate fields yet large enough to produce sirong shifts of the absorption edge32.

This behavior is actually observed in GaA 32 36 and in high purity InGaAs/InP37 OW When the

static field is applied the whole absorption profile shifts toward lower energies, the height of the

resonance somehow decreases and the peaks broaden. The magnitude of the effect is surprising, for

example the maximum shift seen with yet resolved exciton peaks is about 40 mev at a field of

Eo =2.2x1 5 V/cm. This is 10 times the bulk exciton binding energy and correspond to 100 times the

exciton classical ionization field. This effect can be described as an extreme quantization of the Stark

effect hence its name; the 'Quantum Confined Stark Effect" (OCSE) 3 . The overall behavior is now

understood in details. The shifts of the resonances are well accounted for by summing the shifts of the

single particle states to the change of the exciton binding energy due to the compression of the

wavefunctions against the walls of the well 32. The changes in height of the resonances and of the

continua are well explained by several sum rules that have been demonstrated recently31 .

In order to apply large fields and yet avoid the flow of large currents, the samples are grown as p-i-

n diodes with the OW's in the intrinsic region. The field across the OW's is varied by reverse biasing

the diodes. Because of this geometry the sample also behaves as a photodetector, with an internal

quantum efficiency close to unity32 . This characteristic is important because the photocurrent give an

electrical measure of the absorption that can be utilized in an external circuit to react on the bias

voltage, thus providing a mechanism for feedback.

The most simple application of the QCSE is to high speed modulation of light. Modulation in the

100 ps range has been demonstrated both in the configuration where the light propagate perpendicular

36341to the plane of the QW's and parallel to it in waveguides36
-

39  , in this geometry modulation depth as

large as 10 dB has been measured. Recently the application to modulation has been extended to longer

wavelengths using other HI-V compounds42 "44. The speed is presently limited by circuit consideration

and can be further increased. The waveguide geometry is a natural configuration for integrated optics

45,46and the first steps toward optical integrated devices have reported

As mentioned before the possibility to measure the absorption of p-i-n QWS by measuring the
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photo current leads to new devices. A simple example of such a device is a wavelength-selective

voltage-tunable photodetector which operates on the following principle. Light, with photon energy

less than that of the hh exciton peak at zero field, incident on the p-i-n OWS produces a photocurrent

that is maximized for an applied field just large enough to shift the exciton to the photon energy. If the

wavelength is changed then the photodetector response can be maximized again by changing the

applied voltage, thus giving a mean to follow electrically the frequency of the light source47 '48. This

has potential applications in coherent light wave communications where it is often necessary to

determine simultaneously the intensity and the wavelength of an optical beam.

The Self Electro-optic Devices (SEED) form an novel lass of devices that utilize the p-i-n QWS

capacity to operate as close coupled photodetector/modulator. To operate the p-i-n OWS is connected

to an external circuit which imposes a relation between the applied voltage and the current passing

through the device. These two quantities must also satisfy the response function imposed by the

relation between absorption coefficient and field across the OWS, hence the possibility of electronic

feedback on the optical behavior. The feedback can be positive or negative depending of the

wavelength, both have been exploited in optical bistable gate, self-linearized modulator and optical

level shifter and devices have been demonstrated in the propagation mode normal to the QWS as well

as in wavegides' 49-51.

The most interesting SEED operation may be that of low switching energy optical bistable gate51.

The switching as well as the oscillations can be followed optically or electronically. The contrast

between the two states is large because of the change in absorption coefficient is typically of the order

of 5xl0'cm-1, 20/1 contrast ratios have been measured in waveguide SEED 3 . The importance of the

SEED for optical switching resides in the extremely low operating energy of the device despite the

absence of optical cavity, the tolerance of the SEED to fluctuation in the optical and electrical

operating parameters and the natural structure for large planar arrays. Switching energy as low as 20 1

(15 11 electrical and 5 D optical) and 20 ns switching time have been demonstrated in large devices (100

um diameter). The limits for switching energy are expected to be in the few fJ range and switching time

of a few s can be expected from SEED's with diameter in the 10 urn range. Recently operation of
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planar arrays of SEED including integrated photo-transistors for current load has been shown52 .

6- CONCLUSION

In these lectures we have reviewed the physics and application of OWS room exciton resonances in

electro-optics and nonlinear optics. Some of these effects such as the OCSE are specific to OWS and

the short lifetime of excitons at room temperature induced in the nonlinear optical response ultrafast

transients that have no counterpart bulk semiconductors. These novel properties have been used to

demonstrate interesting devices with potential applications to optical signal processing, optical logic

and convenient source of ultrashort optical pulses. The general trends of the underlying physics are in

the case of the QWS based on the III-V semiconductors.
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410, 411 renormalization

ultrathin-layer, 63-66 in doped wells, n-type,
AlAs-GaAs-AlAs 34, 35

bandgap-engineered devices, optical effects in quan-
383 tum wells, 425

tunneling via X-point states, stress conditions and, 125
182 Bandgap engineering

AlGaAs, bandgap-engineered de- solid-state photomultipliers
vices, 381 and graded gap trans-
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Bandgap engineering (continued) Barriers (continued)
istors, 378-383 405, 406, 407

tunable band discontinuities, and tunneling, 179-182, 185,
386-389 411, 413

tunneling devices, 383-386 in superlattices, 405, 406
Bandgaps (see also Energy 409

gaps; Gaps) transfer matrix method,
Brillouin zone folding, 128 167-170
envelope function approx- tunneling current, 161

imation, 22, 23 tunneling probability,
indirect, 55 163-165, 170
Brillouin zone, 128 Beryllium, MBE process, 44-45,
tunneling, 179-182, 407 49

periodically varying width, Binary semiconductors
124 interface disorder, 278

short-period SLs, GaAs-AlAs, MBE, see Molecular beam
27 epitaxy group, III-V

SiGe, 122-124 systems
superlattice minigaps, 365, Binary-to-ternary layer growth,

366, 373 52
tunneling Binding energies

design of devices, 383-386 cyclotron emission spectra,
through indirect-gap 205-206

barriers, 179-182 exciton, 264-265, 276
Band mixing MBE process, 86, 89-90
barrier thickness and, 60 of s-states in interband
complex valence bands, 363 experiment, 358-359
heavy and light-hole, 266 Bipolar transistors, 144
TM emission, 281 Bistable device, 426

Band offsets, 5, 6, 309 Bloch-Gruneisen range, 143
Band ordering, in SiGe-Si, Bloch states, 4, 23, 263, 264,

122-124 266
Band structure Boltzmann constant, 410

barrier thickness and, 58 Boltzmann equation, 133, 147-
FIRS, 341 148
hetero-interfaces, 6 Born approximation
MBE process Coulomb scattering rates, 136

Hg-based structures, 72, quantum Hall effect, 239-240
85-90 Boundary conditions, envelope

III-V short-period SLs, function, 23
55-56 Bragg reflections, 53-54

plasmon dispersion, 330 Brillouin zone, 21
quasi-unidimensional hetero- FIRS, 335

structures, 38 heterolayer electronic
tunneling current, 161 states, 27

Barrier potential, origin of, quasi-unidimensional hetero-
160 structures, 37, 38

Barriers Raman spectra, 305
carrier confinement, 56 reflectivity modulation
Coulomb scattering, 136-137 techniques, 270
and electroabsorption, 429 short-period SLs, GaAs-
forbidden LO-phonon inten- AlAs, 27

sity, 309 strained-layer SLS, 128-129
hot-electron transistors, X-point tunneling, 184

393-394 Brooks-Herring predictions, 12
indirect-gap, 179-182 Buffer layer, strained-layer
superlattice SLs
magnetic quantization, 365 design of, 116-118

368-370 metastability of , 119-120
and optical properties, 57-63 Burgers vector, 108, 109, 110
superlattice tunnel diode, 11, 119

438



Capacitance, 197 (see also Charge density (continued)
Magnetocapacitance) ments, 342, 343, 344

density of states, 2D elec- FIRS, 335, 336, 341, 344
trons, 197-198 Charge density modulated sys-

electroabsorption, 428 tem, plasmon disper-
superlattice tunnel diode, sion, 336

407 Charged impurity scattering,
Capture efficiency, 277 140
Carbon, MBE process, 48 Chemical beam epitaxy (CBE),
Carrier concentration (see 66

also Carrier density) Chemical vapor deposition, 4
in doped wells, n-type, 34, CHIRP superlattice, 411-412

35 Circularly polarised radiation
quantum Hall effect, fract- bandgap-engineered devices,

ional, 253, 254 386
Carrier confinement, see Con- FIRS, cyclotron resonance,

finement 343
Carrier density, 133 (see also interband magneto-optics

Carrier concentration) in quantum wells,
FIRS, 321 360-361

Hall effect, 234 Circular polarization spec-
lasers, 286, 288 trum, 275, 276
low-dimensional systems, CMOS-circuits, 104

290-291 Co-evaporation, MBE process,
quantum Hall effect 44-45

Landau quantization, 236 Coherent interfaces, 411
Hall resistance, 231 Coherent transport, see

scattering Transport
Coulomb, 139 Commensurate growth, 113
interface, 140 Common anion rule, 96

transport, 134, 135 Complex valence band, 360-365,
Carrier distribution function, 373

134 Compression, strained-layer
Carrier injection, short- SLs, 124

period SLs, 55 Conductance
Carrier leakage, lasers, 287 coherent scattering and,
Carriers 150-151

capture in quantum wells, 277 magnetic field and, 178
electric field and, 145 negative differential, see
energy levels in doped het- Negative differential

erolayers, 31 conductance
heating, 144-145, 146 tunneling structures, graded
lasers, 286, 287, 288 parameter superlattice,
magnetotransport, 217 410
warm and hot, 144-145 Conduction

Carrier transport, see bandgap-engineered devices,
Transport 386

Cascade models, 273 hopping, 151, 258
Cathodoluminescence spectra, Conduction band, 266

274 barrier thickness, 58, 59-63
Cavity losses, 289 electronic states, 26-27
CdMnTe, 6 envelope function approxi-
CdTe-CdMnTe, 15 mation, 21-24
Central barrier layer, SL interband magneto-optics in

tunnel diode, 406 quantum wells, exci-
Charge tonic effects, 357-360

electroabsorption, 429 lasers, 282, 284-288
energy levels in doped strained-layer SLs, 123-124

heterolayers, 33, 34 tunneling, 384
fractional, 249 Conduction band offset

Charge accumulation, 171 short-period SLs, GaAs-
cyclotron resonance measure- AlAs, 27
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Conduction band offset (con- Critical thickness (continued)
tinued) strained-layer SLs, 113, 114,

strained-layer SLs, 123-124 119-120, 309
Conductivity Crystal lattice, see Strain-
Drude, 322 ed layer superlattices
Drude-like description, 349 Cubic lattice cell, tetragonal
Hall device, 233 distortion, 106-108
Shubnikov-de Haas effect, Current

218, 219 Hall 220
Confinement tunneling, 171-172

acoustic phonons, 307 Current density, 321
barrier thickness, 59-63 Boltzmann equation, 134
dielectric potential, 322 and Hall plateau, 252
electrical and optical, 43 Hall resistance, 231
energy levels in doped het- lasers, 287

erolayers, 33 tunneling, 171, 172
excitonic levels and radii, 2D surface, 325

265 Current-voltage characteris-
heterointerface types, 5, 6 tics
quantum wells, capture in, rectangular barrier, 164

277 Si/SiGe MODFET, n-channel,
magnetotransport, 217 127
Monte Carlo methods, 147-148 tunneling, 404
quantum Hall effect, fract- Cutoff energy, transitions in

ional, 255 superlattices, 372
selection rules, 267 Cutoff wavelength, HgTe-CdTe,
short-period SLs, 56 84-85

Confinement energy Cyclotron energy, 189, 236
and cyclotron effective Cyclotron frequency, 176, 410

mass, 350 Cyclotron mass, 236, 350-353
magnetic quantization, 370 Cyclotron motion, 217, 236
non-parabolicity, 350 Cyclotron orbit

Confinement factor superlattice, 366, 367-370
lasers, 283, 284 tunneling structures, 415
low-dimensional systems, Cyclotron resonance

290-291 and background DOS, 190
Confinement potential, selec- FIRS, 342-344

tion rules, 267 high-mobility hetero-
Continuous wave (CW) hetero- structures, 326

junction laser, 377 magnetoplasmon dispersion,
Corbino geometry, 220, 232, 235 332-334
Coulomb interaction, 160, 251 plasmon coupling, 339-340

of electron and holes, 365 Landau levels, 208, 236
electronic light scattering, (see also Landau

311-312 levels)
optical effects in quantum magneto-optical properties,

wells 189, 348-349
electroabsorption, 428, 429 linewidth, 190, 354-357
nonlinear, 426 with magnetic field para-

Coulomb scattering llel to layers, 365-374
mechanism of, 135-139 magnetotransport, 217
and phonon scattering, 141, and quantum well potential

143 shape, 350-353
Coupling tunneling structures, 176,

barrier thickness, 58, 60 410
excitonic, 9, 10 Cyclotron resonance spectro-
plasmon, 330 scopy

Coupling constant, piezoelec- emission, 202-206
tric, 141 transmission, 206-209

Critical thickness
vs. lattice mismatch, 105-106
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Defects (see also Disorder) Diamagnetic shift, 360, 370
dislocations, misfit, 108-111 Dielectric constant
electron interactions, 354- dynamics of excitations, 279

357 and reflectivity changes,
and scattering 270

Coulomb, 135-139 Dielectric function
deformation potential and interband optical phenomena,

piezoelectric, 140-143 262
Deformation potential scat- of 2D electronic systems,

tering, 140-143 321-329
Degeneracy, 135 Diffraction spectroscopy, MBE
Boltzmann equation, 134 process, 53-54
energy levels in doped Diffusion, MBE process, 49,

heterolayers, 31, 32 76-79, 80
fractionally quantized Dimensionality, reduced, 2, 3,

states, 250 4 (see also Low-
Landau, 240, 356 dimensional electronic
quasi-unidimensional hetero- systems)

structures, 36-37 Dipole moment, s and p state,
rectangular or centrosym- 265, 266

metric quantum wells, 30 Dipoles, interface, 96
transverse optical phonons, Direct-indirect transitions,

302 26-28
Density of states Direct screening, 426, 427

comparison of, 3, 4 Discontinuity, heterointer-
Gaussian faces, 6
magnetic field and, 194- Dislocations, 14

198 crystal lattice distortion,
specific heat measurement, 110

190-194 MBE process, Hg-based struc-
temperature-dependent re- tures, 77

sistivity, 198-199 misfit, 108-111, 120, 309
in-plane dispersion relation, equilibrium theory, 11-

28-31 113
Landau levels, see Landau general properties, 108-

levels ill
lasers, 284 Disorder (see also Interface
low-dimensional systems, disorder)

290-291 exciton peaks, 264
magnetocapacitance, 197-198 dynamics of excitations, 279
modulation-doped materials, and low-dimensional systems,

281 289-290
optical techniques MBE process, 53-54

dielectric function, 262 optical methods, 278
dynamics of excitations, 279 quantum Hall effect, 239-240
lasers, 284, 285, 286 fractional, 252, 253, 254,
reflectivity modulation 255

techniques, 270 Dispersion
quantum Hall effect (see also barrier thickness, 60

Quantum Hall effect) magnetoplasmon, 332-334
fractional, 256, 257 optical phonons, 307

quasi-unidimensional sub- plasmon, 330-331
bands, 38-40 Dispersion relation (see

resonant tunneling via also Nonparabolicity)
Landau levels, 177 barrier height and, 365, 370

superlattice tunnel diode, in-plane, 28-31
406 non-parabolic, 350-353

2D system, 218, 219 Doped heterolayers
Depolarisation shift, 338 energy levels in, 31-35
Device simulation, see Simu- Doping, 2, 312 (see also

lation programs N-type doping; P-type
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Doping (continued) Electric field (continued)
doping) and tunneling probability,

Coulomb scattering, 136-137 168
heterolayers, energy levels warm and hot carriers, 144-

in, 31-35 145
hot-electron transistor, Electric Quantum Limit, 29, 31

394, 398, 399 Electroabsorption in QWs, 428-
impurity-related lumine- 432

scence, 280 Electroluminescence, 410
MBE process, 44-45, 49 Electron diffraction, 72
materials, 44 Electron-electron interaction,
short-period SLs, 56-57 and cyclotron resonance

modulation, 11-12, 280-282 lineshape, 354-357
by secondary implantation, Electron gas, 2D, 126-127

122, 124-127 (see also Cyclotron
superlattice tunnel diode, resonance)

407 Electron-hole interactions, in
Double-barrier heterostruc- lasers, 286

tures, 33 Electron-hole pairs
current-voltage character- optical effects in quantum

istics, 175 wells
lasers, 284-288 absorption, 424-425
rectangular, 160 electroabsorption, 429
resonant tunneling, 7, 8 nonlinear, 425, 426-428
transfer matrix method, 169 transitions, uncorrelated,
tunneling probability, 167- 263-264

170 Electronic light scattering,
Double-crystal X-ray diffrac- 309

tion, 58 Electronic states
Drift-diffusion equation, 146 energy levels in doped
Drude model, 321, 342-343 heterolayers, 31-35
DX centers, 55, 407 energy levels in quasi-unidi-

mensional structures,
Effective barrier symmetry, 35-40

168 density of states, 38-40
Effective mass, cyclotron, 350- energy spectrum, 35-38

353 envelope function approxi-
Effective mass theory, 1, 264 mation, 21-24
Effusion cells, 44-45, 46, 73, examples

74 GaAs-AlAs short-period SL,
E-h plasma, 425, 426, 428 26-28
Elasticity, strained crystal, GaAs-GaAlAs heterolayers,

106-108 24-26
Elastic mean free path, 151 in-plane dispersion rela-
Elastic scattering tion and density of

Boltzmann equation, 134 states, 28-31
coherent, 151 tunneling structures
quantum Hall effect, 234-235 graded-parameter SL, 409,

Elastic strains, SL, 114 410
Electrical transport, see superlattice tunnel diode,

Transport 406
Electric dipoles, quantum- theory, 415, 416

mechanical, 265 Electron localization, short-
Electric field, 133 period SLs, 27

electron temperature as Electron mobility, in modula-
function of, 220 tion doped structures

along growth axis, 30 quantum wells, 33
Hall resistance, 231 strained-layer SLs, 126
LO-phonon Raman scattering Electron-spin-resonance,

(EFIRS), 307-309 quantum Hall effect,
243
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Electron temperature, electric Excitons (continued)
field and, 220 electroabsorption, 428, 429

Energy gaps (see also energy level determina-
Bandgaps; Gaps) tion, 276

vs. lattice constants, 5, 6 FIRS subband resonances,
quantum Hall effect grating coupler-induced,

fractional, 250, 257-258 338
Landau quantization, 235, free exciton luminescence,

236 275
SPS barriers, 55 interband magneto-optics,
variable, 14 357-360

Energy levels interface disorder, 278
cyclotron resonance, 349 nonlinear, 425, 426, 427,
in doped heterolayers, 31-35 428
electronic light scattering, photoluminescence studies,

311-312 267, 269, 270
envelope function, 21-24 in quasi-2D systems, 43
excitons, optical methods, selection rules, 266-267

276 time-evolution, 270
impurity, 280 transition probability,
in quasi-unidimensional heter- 264-265

ostructures, 35-40 trapping in short-period
reflectivity modulation tech- SLs, 27

niques, 270 Fabry-Perot etalons, 426
relaxation between Landau Fabry-Perot resonator, 383

levels, 209-210 Faraday configuration, 349
Energy spectrum Far-infrared spectroscopy

in quasi-unidimensional heter- (FIRS)
ostructures, 35-38 dielectric response, 321-

of 2D hole, FIRS, 341 329
Energy splitting, see Split- grating coupler, 328-329

ting nonradiative waves, 326-
Envelope function approximation, 328

21-24, 71, 263, 265 transmission at normal in-
tunneling current, 161 cidence, 326

Epitaxy, 104 experimental results, 329-
layers, confinement by, 43 344
MBE process, see Molecular cyclotron resonance, 342-

beam epitaxy 344
strained-layer, 105, 113 plasmons, 2D, 329-336
and superlattice growth, 4-6 experimental techniques,

Equilibrium theory 318-321
and MBE processes, 105-106 Femtosecond spectroscopic
misfit dislocations, 111-113 techniques, 426

Esaki diode, 159, 407 Fermi-Dirac distribution, 134
Esaki-Tsu superlattice, 57 162, 191
Etalons, Fabry-Perot, 426 Fermi-Dirac occupancy factor,
Evaporation, MBE process, 45 286
Excitation spectra Fermi energy, 176, 178
magneto-optics from cyclotron mass, 349

quantum wells, 360-361 k-space spectroscopy, 281
superlattice, with field multiple subband occupancy,

parallel to layers, 220-224
372-373 nonparabolicity, 351

photoluminescence, 269-270 quantum Hall effect, 234-
Excitons, 52 235, 239-240

absorption, 268, 424-425 rectangular-potential model,
AlAs-GaAs SLs, 65-66 163
barrier thickness and, 57-58 2D gas, 217
dynamics of excitations, 279 Fermi length, 133
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Fermions, 426-427 GaAlAs, tunneling, 172
Fermi's golden rule, 262 through indirect-gap bar-
Fermi sphere, 184 riers, 179-182
Field effect transistors, 12, X-point states, 183, 184

16, 127, 230 (see also GaAlAs-GaAs-GaAlAs, 172
Metal-insulator-semi- GaAs, 144
conductor systems) FIRS, 334

Filling factor, 190 low-dimensional systems, 336
cyclotron resonance spectro- MBE process, 49-50

scopy, 202, 206 minority electrons, 144
Landau levels optical effects in quantum

energy relaxation time wells
between, 209-210 absorption, 424-425

and Landau level maxima, nonlinear, 426
200-201 plasmon resonances, 331

magnetic field and, 354-357 scattering
multiple subband occupancy, Coulomb, 136-137, 139

221 interface, 140
quantum Hall effect, 243-244 optical phonon, 143-144

250, 255 transport, 135
Film strain, 108, 113 GaAs-AlAs, energy states, 26-
Finite quantum wells, selection 28

rules, 267 GaAs-A1GaAs, 398
Finite-thickness effect, plas- interface disorder, 278

mon dispersion, 330-332 nonlinear optical effects in
Flip-flop current, 417 quantum wells, 426
Flux quantum, quantized Hall scattering, alloy, 140

resistivity, 251 GaAs-GaAIAs, electronic
Flux transient, MBE, 47 states, 24-26
Folded acoustic phonons, 305, GaAs-GaAlAs-GaAs, 165

306, 307 GaAs-GaAsP SL, 4
Forbidden LO-phonon scattering, Gain

307-309 lasers, 287, 288, 289
Formfactor, plasmon frequency, low-dimensional systems,

332 290-291
Fourier analysis, 221, 223 GaInAs-AlInAs
Fourier component multiple subband occupancy,

charge density distribution, 221, 222
plasmon, 336 parallel field depopulation,

grating couplers, 328-329 227, 228
Fourier series, charge density, GaInAs-InAlAs, 278

336 GaInAs-InP
Fourier transform spectroscopy, interface disorder, 278

319-320 parallel field depopulation,
Fowler-Nordheim tunneling, 163 227, 228

165, 167 GaInAsP-based single QW
Fractional charge, quasi-part- lasers, 288

icles, 249 Gain curves, 286
Fractional filling, 12 Gaps (see also Bandgaps;
Fractional Quantum Hall effect, Energy gaps)

see Quantum Hall energy and mobility, 257
effect graded

Franz-Keldysh effect, 429 graded gap transistors,
Free carrier states, quantiza- 378-383

tion of, 217 GRIN-SCH lasers, 409, 411
Free electrons superlattice, 365, 366

absorption experiments, 357- tunneling through indirect-
358 gap barriers, 179-182

luminescence, 275 Gas, MBE source materials, 66
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Gas, 2D electron (see also Group III-V systems (contin-
Cyclotron resonance) ued)

parallel field depopulation, hot-electron transistor, 394
226 interatomic distances, 101

two-dimensional, 217 MBE processes, see Molec-
GaSb-InAs-GaSb, MBE-grown, 13 ular beam epitaxy,
Gate voltage, 335, 340 group III-V systems
Gauge, Landau, 250 optical effects in quantum
Gauge transformation, 252 wells
Gaussian density of states, electroabsorption, 430

(see Density of photoluminescence exci-
states, Gaususian tation spectra, 269

Ge content resonant tunneling, 174, 175
Raman spectroscopy, 303 tetrahedral covalent radii,
strained-layer superlattices, 102

118, 123-124 tunneling structures, 410Geometry 413

and cyclotron effective Group IV elements, interatomic
masses, 350-353 distances, 101

of dipoles in quantum wells, Group IV-VI systems, 6
266 Group V elements, MBE process,

Hall devices, 232 46-47, 50, 66
Raman back-scattering, 302 Growth axis, applied electric
scattering, 311-312 field, 30
Shubnikov-de Haas effect, Growth chamber, 50

218, 220 Growth interruption, 53-54
G-factor, 220, 243 Growth rate, 49
Gliding, 110 Growth techniques, 378
Graded gap structure, 409, 411 epitaxy, 4-6
Graded gap transistors, 378-383 interface disorder, 287Graded-index separate confine- MBE process

ment heterostructure group III-V semiconduc-
(GRIN-SCH) laser tors, 44-54
56, 285, 287 Hg-based structures, 73-76

Graded-parameter superlattice, strained-layer epitaxy, 113
409-411, 412, 413

GRIN-SCH lasers, 56, 285, 287 Hall coefficient, 220
Ground state Hall effect (see also Quan-

bandgap-engineered devices, tum Hall effect)
386 modulation doped strained-

with decrease in dimension- layer superlattice,
ality, 4 126

quantum Hall effect, frac- multiple subband occupancy,
tional, 250 221

quasi-particles, 249 physics, 230-234
Group II-VI systems, 6 (see Shubnikov-de Haas effect,

also Molecular beam 218, 219
expitaxy, Hg-based Hall mobility
structures) as function of doping phase

envelope function approxi- angle, 125
mation, 21 MBE process, 91, 92, 93

LO-phonon oscillations, 269 Hall plateau, 238, 243, 253
photoluminescence excitation Hall resistance, 14

spectra, 269 Hall voltage, 218, 221, 253
Group III elements MBE process Hartree approximation, 31

45, 52, 63 Hartree potential, 338
Group III-V systems, 6, 43, Heat capacity, 191

172, 176 Heavy holes, 9
avalanche multiplication, 379 AlAs-GaAs SLs, 65-66
envelope function approxi- bandgap-engineered devices,

mation, 21 386
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Heavy holes (continued) Hot carriers, 144-145
barrier thickness, 59-60 Hot-electron injection, 409
envelope function approxi- Hot-electron spectroscopy,

mation, 24 395-398
FIRS, 341 Hot-electron transistor
in-plane dispersions, 29-30 design, 393-395, 398-400
mixing, 30 tunneling, 413
optical properties Hot phonon effects, hot car-

band mixing, 266 riers, 145
barrier thickness and, 57, Hydrides, MBE process, 66

58 Hydrostatic pressure, short
circularly polarized exci- period SLs, 27

tations, 275, 276
electroabsorption, 431 Imperfections, see Defects
interband magneto-optics, Impurities, 33

364-365 cyclotron emission spectra,
nonlinear, 426 204-206

and tunneling, 179 cyclotron resonance, 349
valence band structure, 362, electron interactions, 354-

364-365 357
HEMT-technology, 417 and Landau levels, 189
Heteroepitaxy, 1, 4-6, 312 optical properties
Heterostructures luminescence, 280
electronic states, see quantum well quantum effi-

Electronic states ciency, 274-275
lattice-mismatched, 14 quantum Hall effect, 239-240
magneto-optical properties, and scattering, Coulomb,

see Magneto-optical 135-139, 312
properties supperlattice tunnel diode,

Hg-based microstructures, 407
MBE, see Molecular InAlAs, hot-electron transis-
beam epitaxy, Hg-based tor, 398
structures InAs

HgCdTe cyclotron resonance, 349
cyclotron resonance, 349 nonparabolicity, 351
multiple subband occupancy, InAs-GaSb system, 13

221, 223, 224 Indirect bandgap, 55
parallel field depopulation, Brillouin zone, 128

225, 226, 227, 228 tunneling, 179-182, 407
Hg compounds, 6 Inelastic diffusion, 151
High-angle X-ray diffraction, Inelastic mean free path, 2

53-54 Inelastic scattering, (see
High electron mobility transis- also Raman spectro-

tor, 57 scopy)
Hole energy, tunneling proba- phonon scattering rate, 143

bility versus, 8 and tunneling resonances,
Hole mobility, 91-93, 144 185
Holes, 312 (see also Heavy Inelastic tunneling, 183

holes; Light holes) Infinite square well, 267
absorption experiments, Infrared laser, solid-state,

357-358 384
band mixing, TM emission, Infrared photoconductors, 384

281 Infrared spectroscopy
FIRS, 341 FIRS, see Far-infrared
magnetotunneling, 179 spectroscopy
MBE process, 91-93 InGaAs, hot-electron transis-
transport, 135 tor, 398

Hole splitting, AlAs-GaAs SLs, InGaAs-InAlAs, 398
65-66 InGaAs-InP, virtual states,

Hopping conduction, 151, 258 176
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InP-GaInAs, energy levels in Kramers degeneracy, 30, 31, 32
doped heterolayers, 32 Kramers-Kronig relations, 262

InP-InGaAs-InP, alloy scatter- Kronig Penney model, 59, 365,
ing, 140 366, 405, 415

In-plane dispersions, 28-31
InSb, cyclotron resonance, 349 Landau gauge, 217, 235
Integer filling factor, 356 Landau levels
Integrated circuits, strained- Bohr-Sommerfeld quantiza-

layer SL, 104 tion, 352
Interband magneto-optics in cyclotron resonance, 202-

quantum wells (see also 209, 349, 354-355
Magnetotransport) density of states for 2D

complex valence band, 360-365 electrons
excitonic effects, 357-360 cyclotron resonance spec-
magnetic quantization, 371 troscopy, 202-209

Interband transitions energy relaxation between
complex valence bands, 363 levels, 209-210
dielectric function, 262 magnetization, 194-197

Interdiffusion magnetocapacitance, 197-198
at elevated temperatures, 305 from radiative recombina-
MBE process, 76-79 tion spectra, 199-201

Interface dipole, 96 specific heat, 190-194
Interface disorder (see temperature dependence of

also Disorder) resistivity, 198-199
electron interactions, 354- FIRS

357 cyclotron resonance, 344
in low-dimensional systems, intersubband coupling, 339

289-290 formation of, 218, 219
MBE process, 53-54 fractionally quantized
optical methods, 278-279 state, 252-253
short-period SLs, GaAs-AlAs, 27 interband magneto-optics in

Interfaces (see also Scat- quantum wells, 360
tering) low-dimensional systems, 291

MBE process, Hg-based magnetic field and, 354-357
structures, 76, 78, 81 magneto-optical properties,

optical properties, quantum see Magneto-optical
well quantum efficiency, properties
274-275 multiple subband occupancy,

scattering 220-224
Coulomb, 136-137 nonparabolicity, 351
mechanisms of, 139-140 quantum Hall effect

tunneling current, 161 physics of, 234-238
Inter-Landau level coupling, 416 real conditions, 239-245
Interstitial motion, MBE resonant tunneling via, 176-179

process, 80 Landau quantization, 234-238
Intersubband resonances Larmor radius, 367

barrier thickness and, 58 Lasers
FIRS, 320, 321, 322, 329, infrared, 384

336-342 photoluminescence studies,
Intraband absorption, 321 (see see Photoluminescence

also Cyclotron resonance) principles of action in quan-

Intrasubband excitations, Raman tum wells, 282-289
spectra 311-312 Lattice constants, energy gaps

Inversion layers, 330 at 4.2K vs., 5, 6
Inversion symmetry splitting, Lattice image, 52

24, 25 Lattice mismatch, 4, 14 (see
Ionic scattering, 31, 137-138 also Strained-layer
Ionization threshold energy, superlattices)

avalanche multiplica- critical thickness vs., 105-106
tion, 378-379 forbidden LO-phonon inten-

sity, 309
Kane model, 22 MBE process, Hg-based struc-
Knudsen cells, 45-46 tures, 77, 90 447



Lattice vibrations, scattering, LO-phonons
140-143 forbidden, 307-309

Layered system, dielectric group II-VI QWs, 269
function, 324 optical effects in quantum

Layer thickness (see also wells
Thickness) absorption, 424-425

forbidden LO-phonon inten- electroabsorption, 429
sity, 309 Loss rate, MBE process, 48

GaAs-GaAlAs superlattices, Low-dimensional electronic
365 systems, 336

magnetic quantization, 365, energy levels in quasi-one
368-370 dimensional hetero-

superlattice tunnel diode, structures, 35-40
405, 406, 407 Luminescence (see also

tunneling structures, graded Photoluminescence)
parameter SLs, 410 barrier thickness and, 58

LCAO, 85 impurity-related, 280
Lifetimes Luminescence spectrum (see

Landau level, 208, 209-210 also X-ray photoelec-
resonant vs. sequential tun- tron spectroscopy)

neling, 185 dynamics of excitations,
Light holes, 9, 10, 92 279

AlAs-GaAs SLs, 65-66 free exciton luminescence,
barrier thickness, 59-60 275, 276
envelope function approxi- modulation-doped GaAs MQW, 281

mation, 24 transient, 273
FIRS, 341
in-plane dispersions, 29-30 Magnetic compounds, 6
mixing, 30 Magnetic field (see also
optical properties Landau levels; Quantum

band mixing, 266 Hall effect)
barrier thickness and, 57, cyclotron resonance, 348-349

58 envelope function, 23-24
circularly polarized exci- interband magneto-optics in

tations, 275, 276 quantum wells, 360-365
complex valence bands, 364- low-dimensional systems,

365 290-291
nonlinear, 427 and negative differential
resonant tunneling, 175 conductance, 409
and tunneling, 179 parallel field component

valence band structure, depopulation, 224-228
362 quantum Hall effect, 255

Light scattering, Raman spec- parallel to SL layers, 365-
troscopy, 309-312 374

Linearly graded gap, 409 classical orbits, 367-370
Linewidth tunneling structures, 415

cyclotron resonance, 207-209, quantization of free carrier
354-357 states, 217

low-dimensional systems, 289- quantized Hall effect, 12,
291 255, 256

Localized states tunneling current in, 177-
Landau levels, 238 178
quantum Hall effect, 239-240, tunneling structures, graded

243 parameter SL, 410
short-period SLs, GaAs-AlAs Magnetic-field-induced freeze-

27 out, 139
transition from weak to Magnetic SLs, 15

strong, 139 Magnetization
Longitudinal optical phonons, Landau level width at half

302 maximum, 208
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Magnetization (continued) Memory element, N-state, 383
2D electron gas, 194-197 Merwe theory, 119

Magnetocapacitance Mesoscopic quantum regime, 2,
CR-measurements, 342, 343 3, 4
density of states, 2D elec- Metal-insulator-semiconductor

trons, 197-198 (MOS) systems, 12
FIRS, cyclotron resonance, cyclotron resonance line-

344 width, 355
Magneto-optical properties FIRS, 317, 334-335, 341

interband magnetocapacitance, 197
complex valence band, 360- Si-MOSFETs, 12, 201, 217

365 Metallo-organic chemical vapor
excitonic effects, 357-360 deposition (MOCVD),
magnetic quantization, 371 4-6, 16, 378

intraband absorption, 348-357 hot-electron transistor, 394
complex valence band, 360- interface disorder, 278

365 Metallo-organic molecular beam
cyclotron resonance, 348- epitaxy (MOMBE), 4-6,

349 66
cyclotron resonance line- Metrology, quantum Hall

width, 354-357 effect, 245-246
excitonic effects, 357-360 Minibands
non-parabolicity, effects Brillouin zone folding, 128

of, 350-353 magnetic quantization, 373
Landau levels, see Landau negative differential con-

levels ductance, 405-409
magnetic quantization in SLs superlattice, 365, 366

in parallel magnetic superlattice tunnel diode,
field, 365-374 406, 407

Magnetoplasmons, 329 Minority carrier mobility, 144
Magnetoresistance, 14, 217, 226 Misfit dislocatioins
Magneto-Stark-phonon resonances, forbidden LO-phonon inten-

415 sity, 309
Magnetotransport mechanism for generation,

fractional quantum Hall 120
effect, 249-258 Mismatch, see Lattice mis-

energy and mobility gaps, match; Strained-layer
257-258 superlattices

experimental picture, 252- Mobility
257 minority carrier, 144

theory, 250-252 optical techniques, dynam-
multiple subband occupancy, ics of excitations,

220-224 279
parallel field depopulation, quantum Hall effect, fract-

224-228 ional, 257-258
superlattice tunnel diode, scattering, by acoustic

406 phonons, 141-143
tunneling structures, 415 MOCVD, see Metallo-organic

Magnetotunneling, 179 chemical vapor deposi-
Manufacturing techniques tion

lasers, 288 Modal gain, lasers, 287
MBE, see Molecular beam Modulation-doped field-effect

epitaxy transistor, 12, 16, 127
Matrix elements, 148 Modulation doping, 11-12, 31,

envelope function, 23 32 (see also Doping)
optical properties electron mobility in quantum
lasers, 286 wells, 33

transition, 364 hot-electron transistor, 399
Matthews theory, 119 luminescence, 280-282
MBE, see Molecular beam Molecular beam epitaxy (MBE),

epitaxy 15, 377-378
Mean free path, 3 equilibrium theory vs., 133
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Molecular beam epitaxy (MBE), Nonlinear optical effects in
(continued) quantum wells, 425-428

GaSb-InAs-GaSb quantum wells, Nonparabolicity
13 barrier thickness and, 58,

Raman spectra measurement, 60
304 and cyclotron resonance line-

resonant tunneling, 174 width, 354
superlattice types, 14-15 effects of, 350-353

Molecular beam epitaxy, group valence subbands, 30
III-V systems, 4, 43-66 Nonradiative recombination,

engineering on atomic scale, 274-275
54-66 Nonradiative waves, FIRS, 326-

barrier thickness, 57-63 328
short-period SLs, 54-57 Non-resonant tunneling, see
ultrathin layer and mono- Tunneling

layer SLs, 63-66 Non-zero spin orbit coupling,
vs. equilibrium theory, 105- 30

106 Non-phonon excitonic PL trans-
gaseous source materials, 66 ition, 65-66
hot-electron transistor, 394 N-state memory element, 383
silicon, 121-122 N-type doping
technology, solid source ma- energy levels, 32, 34, 35

terials, 44-54 FIR , 321
materials, 46-50 hot-electron transistor,
mointoring, 51-54 394
sources, 45-46 lasers, 288

Molecular beam epitaxy, Hg- MBE process
based structures group III-V devices, 44-45,

bandgaps, SL, 80-85 49, 54-55
growth, 73-76 Hg-based structures, 91,
interdiffusion, 76-80 92, 93
valence-band discontin- secondary implantation, 122,

uity, 85-90 124-127
Monolayer superlattices short-period superlattices,

alloy-like behaviour, 55 56
MBE process, 63-66

Monomers, MBE process, 45 Ohmic conductance, see
Monte Carlo methods Transport

hot carriers, 395, 396, One-band Kronig-Penney model,
397, 398 59

transport, 147-148 One-dimensional Schr6dinger
Multi-band tight binding model, equation, 161

90 One-dimensional subbands, 336
One-dimensional systems, 289-

Narrow band gap semiconductors, 291
221-224 density of states, 3, 4, 177

N-channel SiSiGe MODFET, 127 transport in, 135
N-doped structures, see One-transistor flip-flop, 417

N-type doping Optical absorption, 8-9, 10
Negative differential conduc- Optical confinement factor,

tance 283
CHIRP, 411 Optically pumped laser, 8
graded-parameter superlat- Optical mode, hot carriers,

tice, 411 145
magnetic field and, 178 Optical phonons
superlattice tunnel diode, energy relaxation between

405-409 Landau levels, 209-210
Negative transconductance, 413- Raman spectroscopy, see

414 Raman spectroscopy
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Optical phonons (continued) Parabolic dispersion relation,
scattering, 143-144 370-371

Optical properties (see also Parallel excited ISR, 228
Far-infrared spectro- Pauli exclusion principle,
scopy; Magneto-optics; 426-427
Raman spectroscopy P-channel SiGe-Si-MODFETs,

applications, 273 127
carrier capture, 277 P-doped structures, see P-
energy level determinat- type doping

tions, 276 Peak-to-valley ratio
excitation dynamics, 279- superlattice tunnel diode,

280 406, 407
free exciton luminescence, tunneling structure, 413

275-276 CHIRP, 411
impurity-related lumi- graded-parameter SL, 410

nescence, 280 Perturbation theory
interface disorder, 278-279 plasmon dispersion, 336
modulation-doped samples, quantum mechanical time-

280-281 dependent, 322-323
quantum efficiency of QWs, time-dependent, 262

273-275 Phase-coherent distance, 1, 3
barrier thickness, 57-63 Phonon replicas, short-period
laser action principles, 282 SLs, 27
additional properties, 288- Phonons

289 hot-electron spectrum, 395
background, 282-283 396, 397
single quantum well oper- and Landau levels, 189

ation, 284-288 optical effects in quantum
one- and zero-dimensional, wells

289-291 absorption, 424-425
opto-electronics in quantum electroabsorption, 429

wells tunneling structures, 415
absorption, 424-425 Phonon scattering (see also
electroabsorption, 428-432 Raman spectroscopy)
nonlinear effects, 425-428 acoustic mode, 140-143

optical transition probabil- optical mode, 143-144
ity, 262-267 quasi-one-dimensional sys-

exciton effects, 264-265 tem, 135
selection rules, 265-267 Phosphorus, MBE process, 50,
uncorrelated electron-hole 66

pair transitions, 263- Photoconductivity, tunnel,
264 384, 410

techniques of optical spec- Photocurrent spectroscopy,
troscopy, 267-273 8-9, 10

absorption spectra, 267-269 Photoelastic coefficients, 305
excitation spectra, 269-270 Photoluminescence, 8-9, 10
photoluminescence, 267, 268 (see also X-ray
reflectivity, 270-271 photoelectron spectros-
transient measurement, 271- copy)

273 bandgap-engineered devices,
Optic phonon-plasmon modes, hot- 386

electron spectrum, 395, barrier thickness, 58, 60-62
396, 397 free exciton luminescence,

Orbits 275
cyclotron, 356 impurity related, 280
in superlattice with magnetic MBE process

field parallel to layers, group III-V structures,
365-374 63-66

Oscillator strength, 425 Hg-based structures, 83,
84, 86
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Photoluminescence (continued) P-type doping (continued)
MBE process (continued) 381

modulation-doped GaAs confinement layers, short-
MQW, 281 period superlattices,

quantum Hall effect, frac- 56
tional, 252, 253, 254, energy levels, 32
255 lasers, 288

techniques, 267-273 MBE process
Photoluminescence excitation group III-V semiconduc-

(PLE) method, 269-270, tors, 44-45, 49
281 Hg-based structures, 91,

Photomultipliers, graded-gap 92, 93, 96
devices, 378-383 nipi superlattices, 378

Photoreflectance experiments, resonant tunneling in
270-271 double-barrier struc-

Photosensitivity, graded-para- tures, 7, 8
meter SL, 410 Pump-probe absorption experi--

Piezoelectric scattering, 140- ments, 272
143

P-i-n structure, 409, 430-431 Q-dependence plasmon disper-
Plasma sion, 330

electroabsorption, 429 Quantum Confined Stark Effect
optical effects in quantum (QCSE), 430

wells, 425, 426, 427 Quantum efficiency, quantum
Plasmons wells, 273-275

FIRS, 326-329 Quantum electrodynamic (QED)
experimental results, 329- calculations, 246

336 Quantum Hall effect, 12, 218
grating coupler, 328-329 fractional
intersubband coupling, 339- density of states oscill-

340 ations, 198
hot-electron spectrum, 395, energy and mobility gaps,

396, 397 257-258
layered dispersion of, 312 experimental picture, 252-
surface, 326-328 257

Plastic accommodation, 105-113 filling factor, 255
P-like degeneracy, 29 theory, 250-252
Polaritons, surface plasmon, multiple subband occupancy,

326 221, 222
Polarization (see also Circu- physics and applications,

larly polarized radia- 229
tion) applications in metrology,

bandgap-engineered devices, 245-246
386 Hall effect, 230-234

circular polarization spec- Landau quantization,
tra, 275-276 234-238

of scattered light, 311 under real conditions,
Polarized luminescence experi- 239-244

ments, 266-267 Quantum liquid, Laughlin ap-
Potential barrier, 429 (see proach, 249, 251

also Barriers; Tun- Quantum states
neling) bandgap-engineered devices,

Pressure 383
short-period SLs, GaAs-AlAs, of free carrier state, 217

27 magnetic, in superlattices,
and tunneling, 181 365

Pseudomorphic growth, 113 semiconductor laser, 282
P-state, dipole moment, 265, subband, 220

266 Quantum well lasers
P-type doping operation, 284-288

bandgap-engineered devices, properties, 288-289
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Quantum wells Ramon spectroscopy (con-
coupling, barrier thickness tinued)

and, 58 MBE process, Hg-based struc-
doped, 33 tures, 76, 86
optics see Magneto-optical superlattice phonons, 305-

properties; Optical 307
properties Random ternary alloy, 55

optoelectronics, see Opto- Rayleigh scattering, 279, 280
electronics in quantum Real-space energy band dia-
wells gram, 55, 56

quantum efficiency, 273-275 Recombination
single in low-dimensional systems,

evolution to superlattice, 289-290
368-371 quantum well quantum effi-

in-plane dispersions, 29-30 ciency, 274-275
lasers, 284-288 radiative, see Radiative

in superlattices, magnetic recombination
quantization, 365 Rectangular barriers, 164,

tunneling, resonant, 6-8, 166-170
167, 405, 407 Rectangular double barriers,

Quantum well thickness 160
energy levels, in doped Rectangular-potential model,

heterolayers, 34 163
low-dimensional systems, Rectangular quantum wells

290-291 carriers at Fermi energy,
and tunneling in SLs, 405, 353

407 degeneracy, 30
Quasi-bound states nonparabolicity, 351

resonances, 175 quasi-unidimensional hetero-
resonant tunneling, 168 structures, 36-37
tunneling probability, 170 Rectangular quantum wires,

Quasi-graded gap structure, 36-37
411 Reduced dimensionality, 16

Quasi-particles (see also Low dimen-
condensation of, 249 sional electronic sys-
energy and mobility gaps, tems)

257 Reflection high energy elec-
Laughlin approach, 250-251 tron diffraction

Quasi-2D systems, 2, 43 (RHEED), 51-53, 87
Quasi-unidimensional hetero- interface disorder, 278

structures MBE growth, 51-53, 63, 87
energy levels, 35-40 Reflectivity, ultrafast meas-

transport in, 135 urement, 272
Reflectivity modulation tech-

Radiative efficiency, lasers, niques, 270-271
287 Relaxation times

Radiative recombination graded-parameter superlat-
optical properties tice, 412

lasers, 286, 287 between Landau levels, 209-
quantum well quantum effi- 210

ciency, 274 Resistivity (see also Quan-
2D density of states from, tum Hall effect)

199-201 coherent scattering, 151
Raman spectroscopy, 9, 11 Hall device, 233

allowed phonon scattering, Hall resistance, 231
302-304 Shubnikov-de Haas effect,

electronic light scattering, 218, 219
309-312 2D electron, 198-199

forbidden LO-phonon, 307-309
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Resonance Schr8dinger equation (contin-
optical effects in quantum ued)

wells, 425, 427, 428 one-dimensional, 161
plasmon, 340 quantum Hall effect, 235

Resonance energy, FIRS, 338 in quasi-unidimensional
Resonant absorption, 425 heterostructures, 35-38
Resonant electron tunneling, 1 tunneling current, 161
Resonant Rayleigh scattering tunneling probability, 163

intensity, 279 Screening
Resonant scattering, see by mobile carriers, 135

Scattering scattering
Resonant tunneling, see Tun- Coulomb, 138

neling, resonant interface, 139
Roughness (see also Disorder) Screw dislocations, 111

electron interactions, 354- Secondary implantation, 122,
357 124-127

and scattering, 139-140 Secondary ion mass spectro-
Rydberg energy, 357, 358 scopy (SIMS), 76

Se-Ge strained-layer SLs, 307
Sample preparation chamber, Selection rules, 265-267

MBE, 50 Self Electro-optic Devices
Saturation (SEED), 431-432
cyclotron resonance spec- Semiconductor heterostruc-

troscopy, 209 tures, resonant tun-
energy relaxation time be- neling in, 172-176

tween Landau levels, Separate confinement hetero-
209-210 structure (SCH), 283,

Sb doping, 125, 127 284, 285
Scattering, 133 Sequential tunneling
coherent, 149-150 graded-parameter SL, 410
cyclotron resonance spec- resonant tunneling versus,

troscopy, 207-209 185-186
dynamics of excitations, 279 Seraphin coefficients, 270
energy levels in doped heter- Shallow donor, 55

olayers, 31 Short-period superlattices,
hot-electron spectrum, 395 15, 44
and Landau levels, 189, 209- energy states, 26-28

210 envelope function approx-
mechanisms, 135-144 imation, 24

alloy, 140 MBE, 54-57
Coulomb, 135-139 Short range scatterers, 355
deformation potential, 140- Shubnikov-de Haas oscilla-

143 tions, 12, 198, 217,
hole mobility, 144 355
interface, 139-140 multiple subband occupancy,
optical phonon, 143-144 220-224
piezoelectric, 140-143 strained-layer superlattice,

one-dimensional system, 135 126
Raman spectra, 311-312 Si
superlattice tunnel diode, inversion layer scattering

407 by acoustic phonons, 141
tunneling, 404 Coulomb, 138-139

theory, 415 interface, 140
X-point, 184 optical phonon, 143-144

hot-electron spectrum, 395 MBE process, 44-45, 49,
Scattering time, 207-209, 220 121-122

Schottky barriers, 307 Raman spectroscopy, 303
Schrodinger equation, 31 substrates, 104

for isolated well, 167
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SiGe Stark regime, 415
band ordering, 122-124 Stark shifts, 9, 10
Raman spectroscopy, 303-304 Sticking coefficient, 45
superlattices Stimulated emission, 8-9, 10

growth and properties, 121- Stoichiometry, MBE, 47
129 Stokes shift, 27, 65-66

strained-layer, 14, 118 Strain
Si-MOS, see Metal-insulator- FIRS, intersubband coupling,

semiconductor systems 339-340
Simulation programs Raman spectroscopy, ultra-

transport physics, 146-149 thin films, 303-304,
tunneling structures, 414-415 309

Single flux quantum, 251 Strained-layer superlattices,
Slip plane, 109 4, 14
Solid-state infrared laser, 384 combination of heterostruc-
Solid-state photomultipliers, ture devices with ICs,

378-383 104
Space charge, and tunneling, envelope function approxima-

404-407 tion, 21
Spatial modulation, short- growth and properties of Si/

period SLs, 26 SiGe SLs, 121
Specific heat band order in SiGeSi, 122-
DOS measurement, 190-194 124
Landau level width at half Brillouin zone folding,

maximum, 208 128-129
Spectroscopy, see Far-infrared MBE processes, 121-122

spectroscopy; Raman modulation doping, 124-127
spectroscopy; X-ray mismatch accommodation by
photoelectron spectros- strain or misfit dis-
copy locations, 105-113

Specular tunneling, 161, 185 dislocations, 108-111
Spherical symmetry, Boltzmann equilibrium theory, 111-

equation, 134 113
Spin degeneracy tetragonal distortion,
Boltzmann equation, 134 106-108
FIRS, 341 Raman spectroscopy, 303-304,

Spin memory experiments, 276 305, 306
Spin-orbit interactions stability of, 114

barrier thickness and, 61 buffer layer design, 116-
FIRS, 341 118
in-plane dispersions, 29 buffer layer metastabil-
quantum Hall effect, 255 ity, 119-120

Spin-polarized electron source, strain symmetrization,
bandgap-engineered 115-116
devices, 386 substrate material, 104

Splitting, 218 Strained overlayers, forbidden
barrier thickness and, 57-58 LO-phonon intensity,
FIRS, 341 309
heterolayer electronic Strain symmetrization

states, 24, 25 and band edges of, 125
of Landau levels, 220 by buffer layer, 117
plasmon resonance, 336 strained-layer SLs, 115-116
quantum Hall effect, 255 Stripe-geometry lasers, 288

S-6tate Subbands (see also Cyclotron
dipole moment, 265, 266 resonance; Intersubband
magnetic field dependence of, resonances; Optical

358 properties)
Staircase APD, 379 barrier thickness, 60
Stark effects, 430 Boltzmann equation, 134
Stark-Landau system, 416 cyclotron mass and, 349
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Subbands (continued) Symmetry (continued)
FIRS, 336-342 superlattice tunnel diode,
in-plane dispersions, 29-30 407
Monte Carlo methods, 147-148 Symmetry-breaking transi-
multiple occupancy, 220-224 tions, selection
nonparabolicity, 30 rules, 267
parallel field depopulation,

224-228 TEM studies, 52
Raman spectra, 311-312 substrate-GaAs interface,
transport, 135 274

Sublimation, MBE process, 45 tunneling structures
Substrate, 104 graded-parameter super-
absorption measurement, 268 lattices, 410, 411, 412
effective Ge-content, 123 superlattice tunnel diode,
MBE process 407, 408

group III-V structures, Tension, strained-layer super-
49-50 lattices, 124

Hg-based structures, 74, Ternary alloys, 6
77 interface disorder, 279

superlattices MBE growth of, 48, 52, 55,
strained-layer, 118 66
short-period, 56 ultrathin-layer SLs and, 55

Superlattices Tetragonal distortion, 106-108
bandgap engineering, see Tetrahedral covalent radii,

Bandgap engineering 102
development, 1-2, 4-6 Tetrameric molecules, MBE, 45
dilute-magnetic, 15 Thermal phonons, 424-425
doping, 13-14 Thermionic current, superlat-
graded-parameter, 409-411 tice tunnel diode, 407

412, 413 Thermodynamics, Landau levels
magnetic quantization, 365- magnetization measurement,

374 194-197
magneto-optical properties, specific heat, 190-194

see Magneto-optical Thin films, Raman spectros-
properties copy, 303

MBE process (see also Mo- Thomas Fermi approximation,
lecular beam epitaxy) 29

group III-V structures, 63- Three-dimensional carrier
66 density, Hall resis-

Hg-based structures, 80-85 tance, 231
Raman spectroscopy, 305-307 Three-dimensional systems
short-period, 15 Boltzmann equation, 133
strained-layer, see Strain- density of states, 3, 4

ed-layer superlattices scattering, interface, 139
Superlattices tunnel diode, Three-terminal superlattice,

405-409 416-417
Surface morphology, MBE pro- Tight binding approximation,

cess, 49 71
Surface plasmon polaritons, Tilted magnetic fields, 339

326-328 (see also Magnetic
Surface space charge layers, field, angle of)

228 Time-dependent phenomena, and
Symmetrical doping, 34 tunneling, 404
Symmetry Time resolution, ultrafast
heterolayer electronic processes, 272, 273

states, 24, 25 TM emissions, 281, 282, 286
quantum Hall effect Transconductance, negative,

fractional, 252 413-414
Landau quantization, 235 Transfer-matrix method, 166-

strained-layer superlat- 170, 169
tices, 115, 117 Transient optical measure-

ments, 271-273
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Transistors Triangular well, 353
graded-gap, 379 Tunable band discontinuities,
hot-electron, 393-395, 397, 386-389

398-400, 413 Tunneling, 383-386
resonant tunneling, 383 hot-electon injection, 394,

Transition probability, 262- 397-398
267 and quantum wells, 6-8

Transitions Tunneling, resonant, 1, 167
free exciton luminescence, bandgap-engineered devices,

275, 276 383-386
interband magneto-optics in charge accumulation, 171-172

quantum wells, 357-358 coherent scattering, 151
complex valence bands, current, 160-162

360-356 electroabsorption, 429
cyclotron orbit and, 356 hot electon transistor, 413

magneto-optical properties via Landau levels, 176-179
of quantum wells, 363 probability, see Tunneling

optical properties, 262-267 probability
barrier thickness and, 58 and quantum wells, 6-8
lasers, 286 in semiconductor heterostruc-

between subbands, 322 tures, 172-176
Transit time, 170-171 vs. sequential tunneling,
Transmission, FIRS, 342, 343- 185-186

344 structures
Transport device implications, 416-

Boltzmann equation, 134-135 417
bandgap-engineered devices, graded-parameter superlat-

383 tice, 409-411, 412, 413
coherence effects, 149-151 modeling, 404
device simulation, 146-149 other structures, 411,
excitons, 279 413-414
MBE process, 72, 90-95 simulations, 414-415
quantum Hall effect, 239- superlattice tunnel diode,

240, 244 405-409
scattering mechanisms, 135- theory, 415-416

144 tunneling probability, 168
alloy, 140 through indirect-gap bar-
Coulomb, 135-139 riers, 179-182
deformation potential, transit time, 170-171

140-143 via X-point states, 182-184
hole mobility, 144 Tunneling current, 160-162
interface, 139-140 in magnetic field, 177-178
optical phonon, 143-144 non-resonant, 182
piezoelectric, 140-143 through rectangular barrier,

through superlattice bar- 164
riers, 366 X-profile states, 163

superlattice tunnel diode, Tunneling current density, 171
406 Tunneling probability, 163-

theory, 134-135 165, 171
tunneling structures, 415, through double-barrier pro-

416 file, 167-170
2D carrier gases, 127 vs. incident energy, 169
type III to type I transi- resonant vs. sequential tun-

tion, 90-95 neling, 185
warm and hot carriers, 144- transfer-matrix method, 166-

145 170
Trapping, short-period SLs, 56 WKB method, 165-166

457



Two-band model, non-parabol- Variable-range hopping, 139
icity, 350 Velocity-field characteris-

Two-dimensional electron sys- tics, 145
tems, 189 Vertical transport, 366

density of states, 3, 4 short-period SLs, 405
epitaxial layers and, 43 and tunneling in SLs, 55
FIRS, 320, 321 Voltage
Hall devices, 232 magnetic field and, 178
hot carriers, 145, 339 X-profile states, 183
quantum Hall effect, 12,

229, 230, 237-238 Warm carriers, 144-145
scattering, interface, 139 Waveguides
hot carriers, 145 graded-index, 56
transport in, 2-3, 135 SEED, 431

2D plasmons, see Plasmons Wavelength dispersive spec-
Two-particle excitation, 276 troscopy (WDS), 76
Type III-Type I transition, Wavelength-selective voltage-

90-95 tunable photodetector,
431

Ultrafast measurements, 271- Weakly coupled parallel wires,
273 38

Ultrashort-period SLs, Raman Wentzel-Kramers-Brillouin
spectra, 306, 307 (WKB) method, 164, 165-

Ultrathin structures, 1 166, 170, 185
barrier thickness and, 58 Wigner crystal ground state,
films, Raman spectroscopy, 250

303-304
MBE process, 63-66 X-ray diffraction, MBE process
superlattices, 44, 55 III-V structures, 53-55, 58,

Ultrashort-period SLs, Raman 62, 63-66
spectra, 306, 307 Hg-based structures, 74-76,

79
Vacancies, MBE process, 77, 80 X-ray photoelectron spectros-
Valence bandedges, 2, 21 copy
Valence band offset, 22 band offset measurement, 22
Valence bands, 266 (see also MBE process, 72, 87, 89-

Bandgaps; Energy gaps; 90, 96
Gaps) X-states

barrier thickness and, 58, optical properties, 61, 62-
62 63, 65

degeneracy, 29-30 tunneling, 182-184, 410, 413
discontinuity X-symmetry, SL tunnel diode,

MBE process, Hg-based 407
structures, 85-90, 96 X valleys, 27

tunneling, 384 X-well, optical properties, 62
heavy-hole 9
interband magneto-optics in Zero-bias anomaly, 406

quantum wells Zero-dimensional systems, 3,
complex valence band, 360- 4, 289-291

365 Zero field mobility, 208, 355
excitonic effects, 357-360 Zero-gap semiconductors, 6

short-period SLs, GaAs-AlAs, Zincblende type crystals, 341
27 ZnSe-ZnMnSe, 15

strained-layer superlattices, Zone folding, 128 (see also
124 Brillouin zone)

Valence to conduction band ab-
sorption, 347

Valence subbands, see Subbands
Vapor phase epitaxy, 49
Vapor pressure data, MBE, 48
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